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In this paper, we introduce a novel sociotechnical moderation system for Reddit called Crossmod. Through
formative interviews with 11 active moderators from 10 different subreddits, we learned about the limitations
of currently available automated tools, and how a new system could extend their capabilities. Developed
out of these interviews, Crossmod makes its decisions based on cross-community learning—an approach that
leverages a large corpus of previous moderator decisions via an ensemble of classifiers. Finally, we deployed
Crossmod in a controlled environment, simulating real-time conversations from two large subreddits with
over 10M subscribers each. To evaluate Crossmod’s moderation recommendations, 4 moderators reviewed
comments scored by Crossmod that had been drawn randomly from existing threads. Crossmod achieved an
overall accuracy of 86% when detecting comments that would be removed by moderators, with high recall
(over 87.5%). Additionally, moderators reported that they would have removed 95.3% of the comments flagged
by Crossmod; however, 98.3% of these comments were still online at the time of this writing (i.e., not removed
by the current moderation system). To the best of our knowledge, Crossmod is the first open source, AI-backed
sociotechnical moderation system to be designed using participatory methods.
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1 INTRODUCTION
Recently, the moderators (or “mods”) of a large gaming community on Reddit, r/Games, released
screenshots1 of bigoted, transphobic, racist, misogynistic, pedophilic, and otherwise hateful com-
ments that they had moderated [46]. In their statement, the mods wrote:

1Content warning (see above): https://imgur.com/a/umrdBYF
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Unfortunately, this in�ammatory content is not infrequent ... These are some of the more
awful comments we see regarding transphobia, homophobia, islamophobia, racism,
misogyny, pro-pedophilia/pro-rape, and vitriolic personal attacks against other users.
These kinds of comments occur on a daily basis. We've compiled an entire album of
examples of the horrible things people say on this subreddit. From bigotry to vitriol,
this album merely scratches the surface of the magnitude of the problem.2

While most mainstream platforms prohibit obviously racist, homophobic, and hateful content,
platforms still intake vast amounts of it [18, 67]. As the r/Games mods tried to make visible,
moderators are on the front lines of the battle to keep such content out of their online communities
and o� platforms [28]. Platforms and their moderators use a variety of di�erent approaches to
regulate behavior in online communities, and subsequently limit the damage that bad actors
cause [37]. On most sites, those techniques take two primary forms: human moderation, and human
moderation augmented by automated techniques.

1.1 Regulating platforms through human moderation

Most social platforms employ the services of moderators (either paid or unpaid) who regulate
content generated within the platform. Human moderation typically takes two forms: centralized
and distributed approaches. In the centralized approach, teams of human moderators such as
externally contracted workers, and/or a small number of power users�manually go through posts,
and scrub the site of content with racist, homophobic, or misogynist language or imagery [60]. In
the distributed approach, a social platform's users triage inappropriate submissions via voting or
reporting mechanisms�after which the site can take action (often, moderators take these actions).

1.1.1 Challenges faced by human moderation.Human moderation approaches require moderators
to perform a great deal of manual labor, and these su�er from drawbacks when deployed within
large-scale platforms [55, 68]. In the centralized approach, groups of paid or volunteer moderators
constantly regulate all of the content generated within platforms. This constant exposure to
disturbing content negatively and substantially a�ects the mental health of moderators [20, 59]. In
the distributed approach, platforms require users to report inappropriate content before taking
action�the exact type of content platforms wish their users did not have to encounter in the �rst
place. In addition, human moderation struggles to keep up with the immense volume of content
generated within large-scale platforms�plenty of content that violates site guidelines remains
online for years [28].

1.2 Using AI to triage content for human moderators

To keep up with the volume of content created by users, social platforms�like Facebook [6],
YouTube [30], and Twitter [54]�are known to train machine learning algorithms by compiling
large datasets of past moderation decisions on the platform. Deploying these algorithms without any
human oversight can be detrimental; for example, Tumblr �caused chaos� recently when it launched
a new, unsupervised anti-porn algorithm on the site [39]. Nonetheless, machine learning approaches
can be especially helpful for algorithmicallytriaging comments for human moderators to review.
However machine learning-based approaches face drawbacks that prevent them from being easily
deployed�scarcity of labeled ground truth data, and the contextual nature of moderation.

1.2.1 Scarcity of labeled ground truth data.First, machine learning-based approaches require vast
amounts of labeled ground truth data for training e�ective models. These data are di�cult to obtain
since platforms do not share moderation decisions publicly due to privacy and public relations

2https://www.reddit.com/r/Games/comments/b7ubwm/rgames_is_closed_for_april_fools_�nd_out_why_in/
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Fig. 1. Broad, illustrative overview of how Crossmod works.

concerns. Brand new or small online communities, by de�nition, have little to no training data at
all. New techniques such ascross-community learningcan side-step the need for site-speci�c data
and classi�ers for moderation [19]. In cross-community learning, data obtained from one or more
source communities is used to detect violations within a completely di�erent target community.

1.2.2 Contextual nature of moderation.Second, moderation is a highly contextual task. Moderation
decisions about what is considered acceptable or undesirable are guided by an online community's
norms [17, 43]. But norms vary widely across communities; even behavior considered undesirable
in one community may be valuable in another [5, 50]. A common failure mode for moderation
algorithms is failing to understand the community norms where they are being deployed.

1.3 Formative interviews, system, and evaluation

In this paper we build a new, open-source, AI-based moderation system for assisting moderators
of communities on Reddit. We call this system the CrossModerator orCrossmod. Crossmod aims
to overcome the problems above by embracing a sociotechnical partnership with mods, who
understand their community's norms. Speci�cally, we adopt amixed-initiative[31] approach in
Crossmod, allowing moderators of subreddits to augment the automatic predictions obtained from
cross-community learning with human decisions and oversight.

1.3.1 Formative interviews.We conduct a formative interview study with 11 mods from 10 di�erent
subreddits to understand the current state of automated moderation tools on Reddit, as well as
opportunities for extending those tools. We also work closely and iteratively with these moderators
through all stages of building Crossmod.

1.3.2 System.Next, we introduce the primary contribution of this work: Crossmod. Developed
with iterative, participatory methods, Crossmod is a machine-learning based moderation system
that is freely available and open source. The machine learning back-end for Crossmod leverages
cross-community learning[18, 19]; speci�cally, it uses classi�ers trained on the moderation decisions
from 100 other communities over roughly a year. For example, Crossmod's ML-backend provides
counterfactual estimates about what 100 communities would do with new content, as well as
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whether that content resembles racism, homophobia, or other types of abuse. Driven by our
formative interviews, Crossmod wraps this backend in a sociotechnical architecture that �ts into
existing moderator work�ows and practices. Figure 1 depicts an overview of how Crossmod works.

1.3.3 Summative evaluation.Finally, we deploy Crossmod in a controlled environment, simulating
real-time conversations from two large subreddits with over 10M subscribers each�r/science and
r/Futurology. Two moderators from each subreddit evaluated Crossmod's moderation recommen-
dations by manually reviewing comments scored by Crossmod that are drawn randomly from
existing threads in their own subreddit. Moderators reported that they would have removed 648
(95.3%) of the 680 comments surfaced by Crossmod; however, 637 (98.3%) of these comments were
still online at the time of this writing. In other words, moderators reported that those comments
should have been removed, but that the current sociotechnical moderation architecture failed to
help them do so.

1.3.4 Contributions and implications.The contributions of our work are two-fold. Firstly, we
make a systems contribution where we develop a novel sociotechnical system for moderation on
Reddit. To the best of our knowledge, Crossmod is the �rst open source, AI-backed sociotechnical
moderation system to be developed and released publicly.3 Prior work on online governance tend
to focus on the algorithmicdetection-sideof moderation. Crossmod extends this line of research by
exploring ways to go beyond detection towards enforcement. Second, we develop Crossmod by
upholding the principles of participatory design�workers who are involved in the work system
should be given a voice in the design process to determine how the new system could improve the
quality of their work [38, 48]. In this paper, we present a grounded approach to include the voice of
the moderators (i.e., the workers) in the design process to determine how Crossmod (i.e., the work
system) could improve the quality of moderation (i.e., their work). Through our work, we hope to
inform the design of similar AI-backed sociotechnical systems in the future, and ameliorate the
social-technical gapin similar CSCW applications [2].

2 BACKGROUND

Most online platforms today curate content generated by their users in di�erent ways�presenting
content in an ordered form to increase user engagement (e.g., Facebook NewsFeed [56]), promoting
sponsored content (e.g., ads [44]), and moderating (or screening) undesirable content [33, 41, 63].
Di�erent social platforms adopt di�erent approaches to moderating content. But these approaches
can be broadly categorized as two types�human moderation (centralized and distributed), and
automated moderation. Next we describe commonly deployed approaches from each category in
detail, highlighting how they are currently used in practice.

2.1 Human approaches to content moderation

Human moderation take two primary forms�centralized and distributed approaches. In the central
moderation approach, most sites employ the services of commercial content moderation workers or
moderators who regulate content generated within the platform (e.g., Facebook, Twitter, YouTube,
Reddit) [13, 29, 52]. Moderators either screen all of the content before it gets posted (proactive), or
deal with it after the content is either reported by other users or triaged by an AI-agent (reactive).
Content found to violate site guidelines, community norms, or even the law are typically removed
o�-site, with users being sanctioned and even banned from the platform in severe cases [59]. In
the distributed approach, users up-vote desirable content making it more visible, and down-vote
undesirable content, sometimes even reporting content [24, 41, 57, 58].

3The code for Crossmod is publicly available at https://github.com/ceshwar/crossmod.
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Moderators are critical to platforms that rely heavily on human moderation, acting as dig-
ital gatekeepers who decide what content gets posted on the platform and what content gets
taken down [29]. By curating content generated by users, moderators help guard against serious
infractions that might do harm to a social platform's digital presence [28]. More importantly,
moderators keep users from (unintentionally) viewing racist, homophobic, violent, misogynist, etc.,
content. [18, 60].

2.1.1 Challenges faced by human moderation approaches.Human moderation approaches su�er
from drawbacks when deployed at scale, especially the need for a great deal of human labor [55, 68].
In the centralized approach, the labor falls on a small number of paid workers or volunteers who
must work tirelessly to maintain the community [59]. Despite their signi�cant role in shaping
online discourse and improving user experience on social platforms, moderation workers typically
receive low wages and work long hours. Moderators on most platforms are dispersed globally,
typically hired from �rms located overseas [20]. Prior work on commercial content moderation
observed that:

The work is almost always done in secret for low wages by relatively low-status workers,
who review content day in and day out, digital content that may be pornographic,
violent, disturbing, or disgusting. [60]

Recent reports have found that continued exposure to such violent and disturbing content can
lead to detrimental e�ects on the mental well-being of moderators [4, 20]. The tasks performed
by moderation workers range from repetitive and pedestrian normative violations like posting
spoilers about a TV show, to exposure to images and material that can be violent, disturbing and,
at worst, psychologically damaging [18, 61]. The workers are often further isolated because the
work they do is carried out in secret, because their employers consider their work to be a threat to
the brand [59].

In addition, the rapid pace and scale at which content is constantly generated within large-scale
platforms restricts the e�ectiveness ofproactivereview processes that rely on human moderation
alone�where a moderator examines every new piece of content before it appears on the site. As a
result, most platforms employ human moderation in areactivemanner. In other words, even horri�c
content may exist on the site for some period of time where other users view and experience it,
until the content gets reported, and subsequently removed o�-site by a human moderator [60]. Due
to the sheer challenge of regulating content within such large-scale platforms, plenty of content
that violates site guidelines remain online for days, and sometimes even years [28]. Moderation is
hard, and not all types of content are simple or easy for moderation workers to spot or to adjudicate,
either. Some of these tasks involve complicated matters of judgment that involve familiarity with
community norms and context information. Moreover, when the work of moderating platforms
is outsourced to other parts of the world (e.g., Philippines [69]), it creates an additional hurdle
to be familiar with social norms: workers must become steeped in the racist, homophobic, and
misogynist tropes and language of another culture for which the content is destined [29].

2.2 Automated approaches to content moderation

In an e�ort to keep up with ever-growing content, technical approaches are reported to exist within
social platforms communities [1, 27, 33]. These range from simple word and source-ban lists, to
more sophisticated AI-based techniques that can �ag inappropriate content. Word and source-ban
lists take automated actions by �ltering content based on either the use of black-listed words [12],
or posting from blacklisted IP addresses [66]. Social platforms are also known to train machine
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learning algorithms by compiling large datasets of example posts that have been moderated o�-
site [6, 30, 54]. Machine learning-based approaches can be especially helpful for algorithmically
triaging comments for a much smaller number of (perhaps paid) human moderators.

2.2.1 Challenges faced by automated approaches to content moderation.Automated approaches to
triage undesirable content have the potential to allow human moderators to review content more
e�ectively and target their manual labor towards reviewing content that are likely to be violations.
But current automated moderation approaches face some key drawbacks.

Static methods are crude by modern standards.Static word and source-ban lists have been observed
to perform poorly [64]. They need to be constantly updated to keep up with the evolving nature of
online behaviors to remain e�ective, and they are also prone to �false positives� as they typically
do not account for context-speci�c information [11, 15].

Scarcity of labeled ground truth data.Machine learning-based approaches are generally more
e�ective than static word-ban lists, but they require vast amounts of labeled ground truth data
for developing reliable models. Moreover, new and emerging platforms su�er from the �cold
start problem��they lack enough data from their respective users. Such platforms lack the data
and resources required to develop reliable automated moderation systems for triaging undesirable
content [65]. In this paper, we usecross-community learningto address the scarcity of labeled ground
truth. The core idea behind cross-community learning is to learn from data obtained from di�erent
source communities to detect violations within a completely di�erent target community [19].
Recent research has shown thatcross-community learningcan be useful to side-step the need for
site-speci�c data and classi�ers for moderation [18, 19]. We extend this line of work.

Online moderation is contextual.Online moderation is a highly contextual task, and commu-
nity norms guide moderation decisions by de�ning what is acceptable, or undesirable within
an online community [5, 43, 50]. Community norms can vary widely across communities, and
sometimes behavior considered undesirable by most may even be promoted in certain places
(e.g., r/fatpeoplehate [17], Something Awful Forums [50], and r/RoastMe [36]). Such nuances are
important to take into account, as platforms and researchers are doubling down on automated
approaches towards moderation.

2.3 Recent advances in online moderation

Prior work on ML-based approaches to detect online misbehavior (e.g., abuse [19, 49], toxicity [ 70],
hate speech [17], violations [51]) focus mainly on the detection-side of online moderation as if it is
the ultimate step. Despite being a critical part of how norms are enforced and communities are
regulated, the enforcement-side of online moderation remains relatively unexplored [17, 35]. As a
�rst step towards this goal, we work closely with Reddit moderators to develop a new AI-based
moderation system that can be easily customized to detect content that violate a target community's
norms and enforce a range of moderation actions. Though moderation systems have been developed
in the past, they are either completely proprietary, therefore unavailable for public use and study
(e.g., internal tools at Facebook [6], The New York Times4, YouTube [30]), or they are not supported
by AI (e.g., Twitter Blocklists [27], The Coral Project5, HeartMob [8], and SquadBox [47]). Crossmod
is the �rst open source, AI-backed moderation system to be released publicly.

3 FORMATIVE INTERVIEW STUDY

Like many social platforms, Reddit relies on human moderation to regulate content. Moderators on
Reddit are groups of users with special privileges who regulate content generated within subreddits

4https://www.nytimes.com/2017/06/13/insider/have-a-comment-leave-a-comment.html
5https://coralproject.net
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Subreddit Name Participant Name Age Country
r/AutoModerator Chad Birch (P0) 35 Canada
r/photoshopbattles, r/blackpeopletwitter P1 18 USA
r/science P2 44 USA
r/news, r/funny, r/todayilearned P3 60 UK
r/science P4 30 USA
r/relationships P5 31 USA
r/Sakartvelo P6 39 UK
r/femalefashionadvice P7 29 Australia
r/homeimprovement, r/homeautomation P8 36 USA
r/itsaunixsystem, r/jailbreak P9 23 Canada
r/computers P10 39 UK

Table 1. The list of moderators we interviewed. P0 preferred to be identified by his real name in this paper.

on a voluntary basis�they are not paid for their labor. Moderators enforce rules that are subreddit-
speci�c [25], in addition to site-wide (content6 and anti-harassment7) policies. Reddit has existing
architecture in place to support human moderation on the platform, as well as automated moderation
tools to assist moderators. However recent reports have found that Reddit is systematically failing
to limit the damage caused by bad actors, and moderators are struggling due to the large volumes
of abuse constantly directed at them�resulting in moderator burnout, and even mental health
risks [53]. We begin with a formative interview study to learn about the current state of automated
moderation tools on Reddit, and explore opportunities for extending these tools8. The goal of this
study is to understand how moderators use automated tools on di�erent parts of Reddit (either to
proactivelyremove content, or to triage content for human review). Through these interviews, we
examine challenges faced by existing automated tools and identify unmet moderator needs.

3.1 Methodology

3.1.1 Recruitment.We conducted in-depth, formative interviews with 11 individuals who moderate
Reddit communities on a regular basis. Interviewees were recruited by sending private messages
through Reddit.9 In order to maintain diversity in the topics and sizes of the communities represented
in our interviews, we targeted �ve mainstream subreddits with over 1M subscribers each, �ve
mid-level subreddits with 100k to 1M subscribers each, and �ve niche subreddits with less than
10k subscribers. Through this procedure, we reached out to moderator groups from 15 subreddits,
and eventually recruited 10 active moderators who regulate content across 11 unique subreddits.
In addition, we also interviewed Chad Birch, a Reddit moderator who created AutoModerator (or
Automod)10�an automated moderation tool that is widely used on Reddit. Overall, we interviewed
11 participants based on a variety of English-speaking countries. Further details about our interview
participants are shown in Table 1. All the interviewees were compensated with a $20 Amazon gift
card for their time; further participation in the study was completely voluntary.

6https://www.redditinc.com/policies/content-policy
7https://redditblog.com/2015/05/14/promote-ideas-protect-people/
8This study was approved by the IRB at the authors' institution.
9Reddit allowed us to contact each subreddits' moderators through a groupprivate message, following which interested
moderators responded to our recruitment message individually.
10https://www.reddit.com/wiki/automoderator/full-documentation
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3.1.2 Interview goals.We began the interviews by asking moderators about their general expe-
riences regulating content on Reddit, and then dove into speci�c moderation practices currently
employed within their subreddits. Next, we explored the breadth of existing automated moderation
tools for Reddit, learning about commonalities and di�erences between how subreddits employ
these tools. Finally, the moderators explained the advantages and drawbacks of existing automated
tools. Through this process, we were able to understand the needs of moderators and the challenges
faced by existing tools. In Chad's interview, we also asked about his experiences creating Automod
for a handful of subreddits, and it subsequently getting adopted by Reddit as an internal moderation
tool. All 11 interviews were conducted remotely over Skype or Hangouts, and lasted between 40-60
minutes. Interviews were recorded and then transcribed using a paid transcription service.11 Finally,
the �rst and second author read through the transcripts, coded them using thematic analysis.

3.2 Current state of automated moderation tools on Reddit

Reddit has existing infrastructure built for supporting moderators in the process of manually
curating content within subreddits. Di�erent subreddits use Reddit's infrastructure di�erently, but
the underlying moderation interface and internal tools remain the same across subreddits.

3.2.1 Existing moderation interface.Reddit's current moderation interface is shown in Figure 2.
Each subreddit has a dedicated moderation queue or �mod queue,� which is a central listing of
all the content generated within the community that needs to be reviewed by moderators. This
includes all of the posts and comments reported by users, and content marked as spam by Reddit's
site-wide spam �lter. In addition to the mod queue, moderators also use two other tabs to review
speci�c types of content. First is the �Reports� tab, which only shows content �agged through
user-reporting, and the second is the �Spam� tab, which only lists removed content (mods said
that these might be used by Reddit for re�ning the spam �lter). In addition to Reddit's moderation
interface, 9 out of the 11 moderators also use third-party browser extensions like Toolbox and
Reddit Enhancement Suite (RES). P4 said, �RES and toolbox are the standard ones (i.e., third party
tools) that make the site usable and (provide) extra analytics.� These browser extensions o�er better
user-interface and additional features that help mods sift through content manually.

Given the sheer amount of content generated due to Reddit's popularity, reviewing all content
manually is infeasible. P2 said, �Ultimately, for smaller websites you can do human based moderation.
But right now, r/science has like 20 million subscribers.� In order to keep up with the large volumes of
user-generated content within subreddits, 10 out of the 11 moderators we interviewed rely heavily
on automated tools to triage comments for manual review.

3.2.2 Moderation bots.Moderation bots are a popular class of automated tools that currently
support Reddit moderators [45]. Bot development is facilitated through the openly-available Reddit
API, and the associated Python Reddit API Wrapper (PRAW), both of which o�er a range of scripted
functionality [9]. A well-known bot that performs moderation tasks is/u/Botwatchman, which
detects and removes otherblacklistedbots (based on a prede�ned list of bots that are not allowed
on the subreddit). Additionally, moderators also employ Reddit bots speci�cally written to perform
certain tasks, based on a set of prede�ned conditions. P1 said, �r/photoshopbattles only allows
submission of images with reasonable quality, and employs a bot to automate checking image quality.�

3.2.3 AutoModerator.From our interviews, we found that AutoModerator orAutomodis the
most commonly used automated tool on Reddit, and some subreddits rely entirely on Automod to
regulate content. P9 said, �AutoModerator does bulk of the moderation for our subreddit.� Automod is
a customizable moderation tool that was created by Chad Birch (P0) for a handful of subreddits in
11www.rev.com
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Fig. 2. Reddit's moderation interface for moderators to curate content manually. Five di�erent tabs exist in
this interface:�eue (or mod queue),Reports, Spam, Edited, andUnmoderated. When automated moderation
tools are configured to �triage� content violating community norms, posts and comments are sent to the
Mod queue (labeled as tab #1 in the Moderation Interface) for manual review by moderators. All posts and
comments in the Moderation�eue are reviewed by moderators, a�er which they make moderation decisions.
If a comment does not violate community norms, they can �approve� allowing it to remain on the subreddit.
If they feel that a comment violates community norms, then they can either �remove� the comment, or mark
it as �spam�, taking the content down (i.e., o�-site).

its initial stages. Automod was subsequently adopted by Reddit, and released as an internal tool to
assist moderators on the platform. All of the moderators we interviewed had used Automod for
moderating their subreddits at some point, and 9 moderators continue to actively use Automod. As
a result, we focused our interviews on understanding how Automod is employed within subreddits,
and its strengths and weaknesses in the opinions of moderators.

3.3 Current uses of Automod

Automod employs a regular expression (regex)-based �ltering approach to scan, and proactively
remove or triage12 content within a subreddit. Automod rules are written and maintained by
moderators (within a subreddit-speci�c con�g �le). P9 mentioned that the documentation for
Automod is well-maintained and easy to follow. A full description13 of all the capabilities of
Automod can be found on the subreddit calledr/AutoModerator. 9 out of 11 moderators used
Automod predominantly as atriaging tool�sending content violating hard-coded rules to the
moderation queue for human review. P9 said, �AutoModerator can�lter comments: remove from
public thread, and push to moderation queue for human review. Apparently, this functionality isn't
available to any-one/thing other than AutoModerator.�

12Triaging comments and posts for further review by moderators.
13https://www.reddit.com/wiki/automoderator/full-documentation
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3.3.1 Automod can detect violations based on simple, hard-coded rules.Automod works based on
simple, hard-coded rules, and is e�ective at taking care of repetitious and mundane tasks. P0 said,
�What Automod did was get rid of all the really tedious, easy moderation work and allow the moderators
to pay attention to more subjective things.� For example, P1 uses Automod to enforce formatting
guidelines within their subreddit:

r/photoshopbattles has a submission rule that states, �All titles must begin withPsBat-
tle:�. This rule helps distinguish r/photoshopbattles images from other pictures when
they appear on the Reddit front page along with images from other subreddits. To
ensure that users comply with this rule, we have hard-coded an Automod rule that
detects and removes all submissions that do not begin with �PsBattle:�

In addition to enforcing formatting restrictions, Automod is also used to ban problematic users,
prohibit URLs linking to objectionable websites (P6, P9, P10), and detect comments using phrases
that are known to commonly occur in undesirable content within their subreddit (P1, P2, P4).

Chad, creator of Automod, had created a library of common rules available to everyone for
reference. Shown below is an example rule that is used to con�gure AutoModerator to remove
comments that consist of only capital letters:14

type: comment
body (case-sensitive, regex, full-text): �([A-Z0-9]|\\W)+�
action: remove
action_reason: CAPS ONLY

Many subreddits also share AutoModerator con�g �les among themselves, allowing them to re-use
commonly employed rules. P3 said, �I just copy paste them from a preexisting AutoModerator in
another subreddit? You know, the knowledge, you don't need to know how to create it from scratch.�

3.4 Challenges in using Automod

3.4.1 Moderators noted that hard-coded rules and regexes are prone to mistakes.Automod's �ltering
mechanism, based on hard-coded rules and regexes, is e�ective at tedious and straightforward
tasks. But Automod is prone to make mistakes as tasks get harder and need to take contextual
information into account. P1 and P5 said that Automod consistently misses content that are
violations (false negatives). Additionally, Automod �lters �innocuous� content by mistake (false
positives), and moderators stopped using Automod due to this reason. P6 said that, �A lot of good
comments get �agged by the AutoModerator and there was a lot of backslash from the community
which is why I stopped using Automoderator.� This aligns with �ndings from prior work examining
AutoModerator's challenges [32]. Moderation is a highly contextual task, that needs to take the
community's norms into consideration before taking down content. Encoding all of the norms of a
community in the form of simple regular expressions is not feasible.

3.4.2 Moderators find it hard to configure Automod.Given that regexes are written by the mod-
erators themselves, con�guring Automod is non-trivial. Despite the presence of thorough docu-
mentation, a lot of moderators have a hard time con�guring Automod by themselves, including
long-time moderators like P3 with over 8 years of experience (and currently moderates 10 di�erent
subreddits). P3 said, �I personally have problems with con�guring Automod because I don't understand
the process. It gets quite complex because it uses �lters, mark down rules and so on which are beyond
me. They seem to require a level of coding knowledge.� Moreover, the current design of Automod's
con�guration �le makes it restrictive for a lot of moderators to use. Along these lines, P2 said,
�You have to be very comfortable with what feels a lot like a command line interface in a lot of ways.

14https://www.reddit.com/r/AutoModerator/comments/2l4e2j/can_automod_remove_or_report_postscomments_that/
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And that restricts the number of people who are able to interact with AutoModerator, to the ones who
have the skillset and the inclination, which is probably the biggest restriction.� Additionally, Automod
con�guration �les for most subreddits quickly grow into massive lines of hard-coded rules in
order to keep up di�erent types of misbehavior. P5 said that this makes it hard to maintain: �When
con�guration �les for AutoModerator become huge, it can cause errors on Reddit due to large amounts
of processing time required by the rules.�

3.4.3 Moderators need to manually come up with new rules and constantly update Automod.In
order to keep up with the dynamic nature of abuse on the platform, 5 out of 11 moderators said
that they have to constantly update Automod rules (e.g., come up with new lists of undesirable
phrases or domain names for URLs). P2 said,

�The AutoModerator is what it is, right? It is text string recognition. It doesn't learn, it
doesn't adapt. If you're not constantly on top of it, it will quickly lose its relevancy. So
what I had to do was constantly read bad comment strings and constantly update it
with the latest dumb jokes, and that's an entirely manual process.�

This static nature of Automod rules is a major drawback, despite its e�ectiveness in enforcing
simpler formatting rules.

3.5 Summary of findings from formative interviews

Via formative interviews with 11 active Reddit moderators, we learned about currently available
automated moderation tools on Reddit. Current automated tools like Automod �t into a deeply
sociotechnical system of human- and machine-moderation. We identi�ed three major areas of
improvement for extending the capabilities of these tools.

� Current automated tools like Automod, though e�ective at performing simpler tasks, but are
prone to making mistakes when tasks get harder.

� Moderators �nd that con�guring Automod is hard and unintuitive, and the lack of an easy
way to con�gure the tool is a major drawback.

� In order to keep up with the evolving nature of misbehaviors on the platform, moderators
maintain long lists of rules that need to be manually updated on a regular basis.

4 CROSSMOD

Through our interviews, we found that mods need tools that adapt and learn. As P4 said:

�I just need a smarter Automod. Automod is great because it can act on regular ex-
pressions. It can ban (spam) bots and report problems. It's a very strong tool, but it's a
very simple tool. A machine learning model that can learn from past mod actions and
remove content would be powerful, especially if it can do what a properly socialized
and culturalized moderator can.�

Next, we introduceCrossmod, a sociotechnical moderation system built to extend the capabilities
of moderators while also �tting into their existing work�ows reported in Section 3. Figure 3
demonstrates this through an example walkthrough. Scaling the idea of machine learning-based
sociotechnical interventions up to groups interacting via an online community presents challenges,
because of the social norms that emerge within a particular group [26]. In order to address this
challenge, we construct Crossmod by working with the selected partner subreddits in Table 1,
incorporating key principles of mixed-initiative user interfaces [31]. The moderators (or �mods")
of those groups know those norms best, and expend considerable e�ort enforcing them. At each
stage of our system design process, we worked with mods in a participatory framework to inform
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Fig. 3. Comparison between the current triaging workflow a comment undergoes when posted to a subreddit,
and how it changes with Crossmod. Note that this illustration represents subreddits where moderators only
review content flagged by automated tools (i.e., the complete workflow is more complex than depicted here).
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key features: as a consequence, Crossmod permits great deal of moderator control over internal
machine-generated predictions.

4.1 Crossmod: System design

Crossmod provides moderation recommendations for incoming comments in an automated manner,
and makes its decisions based oncross-community learning(described in more detail below)�
an approach that leverages a large corpus of previous moderation decisions via an ensemble of
classi�ers. Crossmod is designed so that it can be easily integrated into each subreddit's dedicated
moderation interface.

4.1.1 How Crossmod is integrated into Reddit's moderation interface.Figure 2 illustrates how
Crossmod is integrated into Reddit's interface to support di�erent moderation actions. For example,
if Crossmod is con�gured to report comments that violate community norms, the comments �agged
by the system will be added to theReportsandMod Queuetab in the Moderation interface, and
this can be further reviewed by human moderators (since Crossmod has been grantedmoderator-
permissionson the subreddit shown in Figure 2, all comments reported by Crossmod are also
added to the central Mod Queue). In this illustration, both of the comments in the Mod Queue are
automatically reported by Crossmod. All comments in the Mod Queue remain online until they
are reviewed by human moderators. A moderator can perform one of three types of mod actions
based on whether they agree with Crossmod's moderation recommendations or not. If they agree
with Crossmod's moderation recommendation, then they just click �remove� on the interface, or
mark the comment as �spam�. If instead they disagree with Crossmod's report, and feel that the
comment does not actually violate community norms, they can just �approve� the comment, and
take it out of the Mod Queue.

Fig. 4. An illustration of the core idea behindcross-community learning. Using an ensemble of classifiers, we
provide counterfactual estimates about what a set of source communities would do with new content from a
completely di�erent target community. In other words, �What would r/science do if this comment was posted
there?� In our work, Crossmod's ML-backend provides counterfactual estimates about what 100 subreddits
would do with new content, as well as whether that content resembles racism, homophobia, and so on.

In addition to reporting comments, Crossmod is designed to support a range of other functional-
ities: to send alerts to moderators in case of particularly sensitive topics (in the form ofmodmails),
or to proactively remove comments that garner very highabusescores computed by the pre-trained
machine learning models described in Section 4.3. We detail the di�erent moderation actions that
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