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ABSTRACT
Understanding how ML models work is a prerequisite for respon-
sibly designing, deploying, and using ML-based systems. With in-
terpretability approaches, ML can now offer explanations for its
outputs to aid human understanding. Though these approaches
rely on guidelines for how humans explain things to each other,
they ultimately solve for improving the artifact—an explanation. In
this paper, we propose an alternate framework for interpretability
grounded in Weick’s sensemaking theory, which focuses on who
the explanation is intended for. Recent work has advocated for
the importance of understanding stakeholders’ needs—we build on
this by providing concrete properties (e.g., identity, social context,
environmental cues, etc.) that shape human understanding. We use
an application of sensemaking in organizations as a template for
discussing design guidelines for sensible AI, AI that factors in the
nuances of human cognition when trying to explain itself.

CCS CONCEPTS
• Human-centered computing→ HCI theory, concepts and mod-
els; • Computing methodologies → Artificial intelligence; Ma-
chine learning.
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1 INTRODUCTION
With ML-based systems being deployed in the wild, it’s imperative
that all stakeholders of these systems have some understanding
of how the underlying ML model works. From the experts who
develop algorithms to practitioners who design and deploy ML-
based systems, and end-users who ultimately interact with these
systems—stakeholders require varying levels of understanding of
ML to ensure that these systems are used responsibly. Approaches
like interpretability and explainability have been proposed as a
way to bridge the gap between ML models and human understand-
ing. These include models that are inherently interpretable (e.g.,
decision trees [89], simple point systems [50, 124] or generalized
additive models [18, 37]) and post-hoc explanations for the predic-
tions made by complex models (e.g., LIME [92], SHAP [69]). Tools
that implement interpretability and explainability approaches have
also been made available for public use. In light of this, recent work
in HCI has evaluated the efficacy of these tools in helping people
understand ML models. These findings suggest that ML practition-
ers [52] and end-users [10, 54] are not always able to make accurate
judgments about the model, even with the help of explanations. In
fact, having access to these tools often leads to over-trust in the ML
models. Ultimately, noting that interpretability and explainability
are meant for the stakeholders, recent work has proposed design
guidelines for explanations based on research in the social sciences
about how people explain things to each other [77, 79]. Taking a
human-centered or a model-centered approach, this prior work
seeks to answer: what are the characteristics of an explanation that
can help people understand ML models?

Let us consider a real-world setting. Imagine you are a doctor
in a healthcare organization that has decided to use an ML-based
decision-support software to help with medical diagnosis. The sys-
tem takes as input information about patients’ symptoms, demo-
graphics, family history, etc., and returns a predicted diagnosis.
Naturally, you want to be able to overview why the software pre-
dicted a certain diagnosis before you suggest treatment based on
its prediction. Further, you want to be able to explain to the patient
why you (did not) trust and follow the predicted diagnosis. To aid
with this, the software provider gives you access to an explanation
system (e.g., LIME [92], SHAP [69]) which shows: (1) a local ex-
planation (e.g., a bar chart) of the input features that were most
important for the diagnosis made for a specific patient, (2) a global
explanation for the features that are usually important to the model
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Figure 1: Left: DARPA’s conceptualization of Explainable AI, adapted from [35]. Right: Weick’s sensemaking properties (1–
7) categorized using the high-level Enactment-Selection-Retention organizational model, adapted from [49]. Enactment in-
cludes properties about perceiving and acting on environmental changes; Selection, properties related to interpreting what
the changesmean; andRetention, properties that describe storing and using prior experiences [56]. Our SensibleAI framework
extends the existing definition of interpretability and explainability to include Weick’s sensemaking properties.

when making a prediction, and (3) an overview of each feature’s
relationship with the output classes. The explanation system also
includes interactive elements so you can ask “what if” questions
based on different combinations of input features.

Is this enough to ensure that the ML-based decision-support soft-
ware can be reliably used by the doctor? We claim that the answer
to this question is no. This paper makes the argument that current
interpretability and explainability solutions will always fall short of
helping people reliably use ML-based systems for decision-making
because of their focus on designing better explanations—in other
words, improving an artifact. For example, while the explanation
shows the symptoms that were important to the model’s prediction
(i.e., a local explanation), it does not tell the doctor to be cautious
that the patient’s other symptoms are fluctuating, that the patient
belongs to a sub-group for which the model has limited training
data, or that the nurses have noticed other relevant symptoms in
the visiting family. From the patient’s perspective, the explanation
does not convey why, for example, their fear of having a particular
disease (after an online symptom search or from family history) is
unwarranted in this instance. These factors, that have little to do
with the particular explanation, can alter the stakeholders’ decision-
making in significant ways. Here, we propose a specific theoretical
framework to shift from improving the artifact (e.g., an explanation
or explanation system) to understanding how humans make sense
of complex, and sometimes conflicting, information. Recent work
supports this shift from what an explanation should look like to
who it is intended for. Properties of the who such as, prior experi-
ence with AI and ML [27], attitude towards AI (e.g., algorithmic
aversion [17, 21]), the socio-organizational context [26], have been
observed as being critical to understanding AI and ML outputs. We
extend this work by providing a framework for how to incorporate
human-centered principles to interpretability and explainability.

In this paper, we presentWeick’s sensemaking as a framework for
envisioning the needs of people in the human-machine context. We-
ick describes sensemaking as, quite literally, “the making of sense,”
or “a developing set of ideas with explanatory possibilities” [118].
Although Weick’s definition is similar to that of prior work in HCI
and information retrieval, the two deviate in their goals; the latter

defines sensemaking as finding representations that enable infor-
mation foraging and question-answering [85, 96]. Weick’s sense-
making is more procedural: “placement of items into frameworks,
comprehending, redressing surprise, constructing meaning, inter-
acting in pursuit of mutual understanding, and patterning” [118,
p.6]. These processes are influenced by one’s identity, environment,
social, and organizational context—Weick expands these into the
seven properties of sensemaking (Figure 1, Right). For example,
for the doctor trying to diagnose a patient with the help of an
ML-based system (with explanations), their understanding of the
predicted diagnosis can be influenced by questions such as, have
they recently diagnosed another patient with similar symptoms; is
the patient’s care team in agreement on a diagnosis; is the predicted
diagnosis plausible; and, which symptoms are more visible and does
the explanation present these as important to the prediction. The
seven properties of sensemaking are a framework for identifying
and understanding these contextual factors.

What does this knowledge of sensemaking offer to interpretabil-
ity and explainability researchers and tool designers? A sensemak-
ing perspective tells us how things beyond the individual (i.e., the
environmental, social, and organizational contexts) shape individ-
ual cognition. It gives us a path forward. Prior work in organiza-
tional studies has used sensemaking to identifyways inwhich teams
and organizations can be made more reliable. These high-reliability
organizations (HROs) can serve as a template for designing Sensible
AI, AI that accounts for the nuances of human cognition when ex-
plaining itself to people. We extend the principles that make HROs
reliable (e.g., a preoccupation with failure, a sensitivity to low-level
operations, a reluctance to simplify anomalous situations) as guide-
lines for designing Sensible AI. Within our healthcare example,
Sensible AI might take the form of a system that highlights the
most significant ways in which a change in input features would
change the predicted diagnosis; shows cases with similar input
features but different diagnosis; presents input features that were
considered less important by the model; asks all members of the
patient care team to review the diagnosis individually first, allow-
ing for a diversity of opinions and discussion opportunities; and
asks for further explanation for cases in which the predicted di-
agnosis was disregarded, to inform future test cases. Our hope is
that researchers and designers can translate our Sensible AI design
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guidelines as technical and social checks and balances in their tools,
to better support human cognition as described by sensemaking.

2 INTERPRETABILITY AND
EXPLAINABILITY

2.1 What are interpretability and
explainability?

Interpretability is defined from a model’s perspective as the “ability
to explain or to present in understandable terms to a human” [24,
p.2]. It serves as a proxy for other desiderata for ML-based systems
such as reliability, robustness, transferability, informativeness, etc.
These properties in turn promote trustworthiness, accountability,
and fair and ethical decision-making [24, 65]. At a high-level, in-
terpretability approaches can be categorized into glassbox models
(e.g., [18, 37, 50, 58, 89, 124]) or post-hoc explanations for blackbox
models (e.g., [6, 69, 92, 99, 102]). Instantiating these approaches
into user-facing tools, static explanations output by mathematical
representations of interpretability now includes interactive visuals
output by explainable AI. Although similarly defined, this idea of
explainability is more human-centered and is “associated with the
notion of an explanation as an interface between humans and a
decision maker that is, at the same time, both an accurate proxy of
the decision maker and comprehensible to human” [9, p.85] (Fig-
ure 1, Left). Scholars have incorporated prior work from philosophy
(e.g., [34, 39, 64, 84, 86, 111]), the social sciences (e.g., [40, 60, 66–
68, 72, 77, 79, 81, 103]), and HCI (e.g., [12, 25, 32, 82, 83, 121, 126])
with the motivation that by translating ideas from how people ex-
plain things to each other, we can design better solutions for how
ML models can be explained to people. As a result, increasingly,
interpretability and explainability tools include characteristics such
as interactivity [7, 41], counterfactual “what-if” outputs [78, 115],
and modular and sequential explanations [75].

Several comprehensive reviews (e.g., [3, 9, 63, 116, 125]) syn-
thesize and describe design considerations for the field. Based on
a review of 289 core papers and 12412 citing papers, Adbul et al.
highlight the trends as (1) a move from early AI work (e.g., in Expert
Systems [19, 109]) to FAccT-centric ways of providing explanations;
and (2) addressing macroscopic societal accountability in addition
to helping individual users understand ML outputs [3]. Arrieta et al.
taxonomize 409 papers to clarify terminology (e.g., interpretability,
understandability, comprehensibility, etc.); describe interpretability
approaches for shallow and deep learning models; and highlight
the challenges for responsible AI [9].

2.2 Understanding the “who” in
interpretability and explainability

Scholars in ML, HCI, and social science communities have advo-
cated for the importance of understanding who the explanations are
intended for. Their work identifies principles about stakeholders
that are relevant in the human-machine context. Cognitive fac-
tors (e.g., mental models, type of reasoning) have been shown to
be important. For example, accurate mental models and deliber-
ative reasoning can help avoid ML practitioners’ misuse of, and
over-reliance on, interpretability outputs [52]. This also applies
to end-users without ML expertise [16], otherwise explanations

increase the likelihood that an end-user will accept an AI’s out-
put, regardless of its correctness [10]. For end-users, completeness
(rather than soundness) of explanations helps people form accurate
mental models [57]. Accuracy and example-based explanations can
similarly shape people’s mental models and expectations, albeit in
different ways [54].

Prior experience and background in ML is also important. Variance
in these can result in preset expectations, which can lead to over-
or under-use of explanations [27]. Job- and task-dependent informa-
tion needs also shape how (much) people internalize explanations.
Explanation interfaces that are interactive and collaborative can
improve overall accuracy [108]. Additionally, explanations from
glassbox models with fewer number of features are easier for end-
users to understand [88]. For ML practitioners, specific types of
visuals of explanations (e.g., local vs. global, sequential vs. collec-
tive) differ in how much they help them understand and debug
models, and explain them to customers [41, 75]. Finally, social, orga-
nizational, and socio-organizational context is important. For exam-
ple, [42, 45, 70, 113, 126] all highlight the challenges of operating
within an organization that either develops or employs an AI-based
system. Stakeholders within and outside the organization can have
conflicting needs from the system—technical interpretability and
explainability approaches are unable to account for these.

These studies from the ML, HCI, and social science communi-
ties have all highlighted relevant factors about the “who” in in-
terpretability and explainability. Our proposed framework com-
plements these evaluations: it unifies them based on sensemaking
theory translated from organizational studies. We explain how
individual, social, and organizational factors can affect the human-
machine context, and provide a path forward that accounts for
these who-centered factors.

3 SENSEMAKING
Sensemaking describes a framework for the factors that influence
human understanding; “the sensemaking perspective is a frame
of mind about frames of mind” [118, p.xii]. It is most prominent
in discrepant or surprising events. People try to put stimuli into
frameworks, particularly when predictions or expectations break
down. That is, when people come across new or unexpected infor-
mation, they like to add structure to this unknown. The process
by which they do this, why they do it, and how it affects them and
their understanding of the world are all central to sensemaking.

Sensemaking subsumes interpretability1. They share the same
goal: understanding an outcome or experience. If an ML-based sys-
tem could explain itself, we can verify if the reasoning is sound
based on auxiliary criteria (e.g., safety, nondiscrimination), and de-
termine whether the systemmeets other desiderata such as fairness,
reliability, causality, and trust [24, 65]. Sensemaking includes all
of this and more. Sensemaking not only considers the information
being presented to the person doing the meaning-making, but also

1Although interpretability is defined as model-centric and explainability as human-
centric, there is not yet consensus on how these terms are different from an imple-
mentation point of view. Since “interpretability” is commonly used in describing tools
that output explanations, we use this term for the rest of the paper. We follow similar
terminology choices with ML- (rather than AI-) based systems since interpretability is
attributed to ML models.
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Property Human-Human Context Human-Machine Context

Identity
Construction

Sensemaking is a question about who I am as indicated by the
discovery of how and what I think.

Given multiple explanations, people will internalize the one(s) that sup-
port their identity in positive ways.

Social
What I say and single out and conclude are determined by who
socialized me and how I was socialized, and by the audience I
anticipate will audit the conclusions I reach.

Differences in micro- and macro-social contexts affect the effectiveness
of explanations.

Retrospective To learn what I think, I look back over what I said earlier. Providing explanations before people can reflect on the model and its
predictions negatively affects sensemaking.

Enactive I create the object to be seen and inspected when I say or do
something.

The order in which explanations are seen affects how people understand
a model and its predictions.

Ongoing
Understanding is spread across time and competes for attention
with other ongoing projects, by which time my interests may al-
ready have changed.

The valence and magnitude of emotion caused by an interruption during
the process of understanding explanations from interpretability tools
change what is understood.

Focused on
Extracted Cues

The ‘what’ that I single out and embellish is only a small portion
of the original utterance, that becomes salient because of context
and personal dispositions.

Highlighting different parts of explanations can lead to varying under-
standing of the underlying data and model.

Plausibility over
Accuracy

I need to know enough about what I think to get on with my
projects, but no more, which means sufficiency and plausibility
take precedence over accuracy.

Given plausible explanations for a prediction, people are not inclined to
search for the accurate one amongst these.

Table 1: An overview of the seven properties of sensemaking, their description in the human-human context, and our proposed
claims for the human-machine context grounded in each property.

additional contextual nuances that affect whether and how this in-
formation is internalized. This includes factors such as, the enacted
environment, the individual’s identity, their social and organiza-
tional networks, and prior experiences with similar information.

In the subsections that follow, we describe Weick’s seven prop-
erties of sensemaking in the human-human context and translate
them for the human-machine context (see Table 1 for an overview).
To concretize how these properties might affect stakeholders of
ML-based systems, we present an example user vignette for each
property. Prior work has applied similar methodology when trans-
lating theory [4, 76]. While the examples are crafted based on
popular press articles and research papers, they are not intended
as being representative of these cases. We use them to highlight a
sensemaking property, but we do not claim that the property has
a causal relationship with the example, i.e., there could be other
reasons for why the ML-based systems functioned the way that
they are described in these articles.

3.1 Grounded in Identity Construction
Identity is critical for AI/ML sensemaking because people only
understand these systems inways that they are congruent with their
existing beliefs or update their beliefs while shedding a positive
light on them. For interpretability, this suggests that, given multiple
explanations, people will internalize the one(s) that support their
identity in positive ways.

3.1.1 Identity Construction in theHuman-HumanContext. Sense-
making begins with the sensemaker. In this way, sensemaking is
innately human-centered: “how can I know what I think until I
see what I say?” [118, p.18]. It is grounded in the individual’s need
to have a clear sense of identity. People make sense of something
to either support their existing beliefs or update them when ap-
plying their beliefs leads to a breakdown in their understanding.

Weick notes five things of importance for identity and sensemak-
ing [118, pp.23-24]: (1) controlled, intentional sensemaking is trig-
gered by a failure to confirm one’s self; (2) sensemaking is grounded
in the desire to maintain a consistent, positive self-conception;
(3) people learn about their identities by projecting them into an
environment—which includes their social, organizational, and cul-
tural contexts—and observing the consequences; (4) sensemaking
via identity construction is a mix of proaction and reaction; and (5)
sensemaking is self-referential in that the self is what ultimately
needs interpreting—what a given situation means is defined by the
identity that an individual relies on while understanding it.

The relationship between identity and sensemaking is not lim-
ited to the individual sensemaker. The influence of social context
can be seen in how identity is constructed. Weick describes this
influence using three definitions of identity. First, Mead’s claim
that the mind and self are developed based on the communicative
processes among people (i.e., social behaviorism). Individuals are
comprised of “a parliament of selves” which reflect their various
social contexts [74]. Second, Knorr-Cetina’s inclusion of social con-
texts based on the larger tapestry of social, organizational, and
cultural norms, i.e., the macro-social [53]. Finally, Erez and Earley’s
three self-derived needs that shape identity, which include intraper-
sonal and interpersonal dynamics: (1) the need for self-enhancement,
seeking and maintaining a positive cognitive and affective state
about the self; (2) the self-efficacy motive, desire to perceive oneself
as competent and efficacious; and (3) the need for self consistency,
desire to sense and experience coherence and continuity [28].

Sensemaking is made challenging by identity because the more
identities that an individual has, the more ways they can assign
meaning to something. Given the fluidity of identity construction,
people have to grapple with several, sometimes contradicting, ways
of understanding. Sometimes, this flexibility and adaptability in
one’s identity can be good. However, in most cases, this identity-
based equivocality can lead to confusion, cognitive burden, and, in
turn, lead people towards heuristics-based understanding [90].



Re-imagining Interpretability and Explainability using Sensemaking Theory FAccT ’22, June 21–24, 2022, Seoul, Republic of Korea

3.1.2 Identity Construction in theHuman-MachineContext. Con-
sider Platform X, a popular social media site which uses an ML
model for content moderation, with two stakeholders in mind. First,
Sharon, a 42 year old conservative in the U.S. who is against vacci-
nation for COVID-19. Her recent posts include graphic descriptions
and images of, what she claims, are the potential side-effects of
getting vaccinated. Second, Avery, a 37 year old doctor who believes
it is their responsibility to share unfiltered information about the
COVID-19 pandemic. Several of their posts highlight the positives
of getting vaccinated, and some of them present the rare potential
side-effects that have been noted by medical professionals. For both
Sharon and Avery, some posts have been removed by Platform X’s
content moderation model.

Social media platforms usually offer an explanation for post re-
moval to maintain their user base and help people share content in
line with their policies. With interpretability tools, these platforms
can support richer explanations. Based on the local explanation
from an interpretability tool, Sharon is told that her post was re-
moved due to its content type, the number of her previously flagged
posts, her predicted political affiliation based on her posting history,
and the topic being COVID-19. She might immediately latch on to
the predicted political affiliation as the explanation, and not try to
understand the removal any further (i.e., sensemaking is not trig-
gered because her identity remains intact). For Avery, who simply
wants to share all relevant information given their identity as a doc-
tor, the post removal might attack their needs for self-enhancement,
self-efficacy, and self-consistency. As such, they might assume that
the content type being graphic is the main reason for post removal—
this would support their positive self-conception, and not require
them to understand the model’s reasoning any further.

Interpretability tools are designed to present information in a
context-free, unbiased way. But, people rarely internalize informa-
tion in this static way. Weick argues that whether or how people
internalize an explanation is dependent on their identity as an
individual and as a part of their varying social contexts.

Claim: Given multiple explanations, people will internalize the
one(s) that support their identity in positive ways.

3.2 Social
AI/ML sensemaking is modified by social context because it repre-
sents the audience-oriented external factors that influence people
as they try to understand the outputs of these systems. For inter-
pretability, this suggests that explanations are internalized differ-
ently by people with different micro- and macro-social contexts.

3.2.1 Social Elements of Sensemaking in the Human-Human Con-
text. Sensemaking describes human cognition. This might give it
the appearance of being about the individual, but it is not. Weick
notes the work on socially shared cognition (e.g., [62, 91]) which
shows that human cognition and social functioning are essential
to each other. Specifically, an individual’s conduct is dependent on
their audience, whether this is an imagined, implied, or a physically
present one [5, 15]. Regarding the lack of a need for a physically
present audience, recall Weick’s reference to Mead’s work on the
individual being “a parliament of selves” [74] (see Section 3.1 for
details on socially-grounded identity construction).

A focus on social aspects of sensemaking naturally implies that
modes of communication (e.g., speech, discourse) and tools that sup-
port these also get attention, since these represent theways inwhich
social contact is mediated. Weick describes their importance on
three levels, which exist beyond the individual: (1) inter-subjective,
the conversations with others that can lead to alignment; (2) generic
subjective, the socially-established norms when alignment has been
achieved; and (3) extra-subjective, the culturally-established norms
that do not necessarily require communication anymore. As we go
from inter- to extra-subjective, the role of the implied and invisible
audience becomes increasingly prominent. This, in turn, shapes the
modes and tools of communication necessary for sensemaking.

3.2.2 Social Elements of Sensemaking in the Human-Machine
Context. Consider the model developed for predicting diabetic
retinopathy (DR) based on healthcare data (predominantly eye
fundus photos) collected in the U.S. [11]. The U.S. healthcare sys-
tem is consistent across organizations—there is low variability in
how eye fundus photos are captured, how the medical records are
stored, and who (a generalist or specialist doctor) makes a diagnosis.
However, when the same model was applied to a different social
and cultural context—in Thailand, where healthcare is dependent
on individual providers and patient needs in different regions—it
failed in unanticipated ways.

First, there is the issue with the data itself. Several countries in
Southeast Asia, including Thailand, do not have dedicated rooms
for capturing fundus photos, making the photos inconsistent in
opacity and leading to potentially inaccurate predictions. Second,
there are established norms around the results of a DR screening
test. While it is often expected to receive results immediately in the
U.S. healthcare system, this is less common in Thailand, with fewer
technicians, doctors, and specialists. Patients living in smaller towns
have to travel to larger cities for appointments with specialists. A
patient who is anticipating their DR result 4-5 weeks later might
not have budgeted enough time for travel, based on a referral on
the same day as the DR screening test visit.

While interpretability tools may offer an explanation, these ex-
planations are limited to the model and the training dataset. Weick’s
perspective suggests that it might not be enough to explain the
prediction, due to the variability in people’s social contexts when
using predictions in real-world settings; recent work on domain and
distributional shifts in ML datasets supports this perspective [55].

Claim: Differences in micro- and macro-social contexts affect the
effectiveness of explanations.

3.3 Retrospective
Retrospection or reflective thinking influences AI/ML sensemak-
ing by engaging people in deliberately thinking about the diverse
interpretations of outputs when trying to understand these sys-
tems, instead of following the more automated, heuristics-based,
reasoning pathways. For interpretability, this suggests that provid-
ing explanations before people can reflect on the model and its
predictions negatively affects sensemaking.

3.3.1 Retrospective Sensemaking in the Human-Human Context.
Sensemaking is retrospective because the object of sensemaking
is a lived experience. Weick describes the retrospective nature of
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Figure 2: Saliency maps for chest radiographs, adapted from [20].
sensemaking as themost important, but perhaps the least noticeable,
property. The reason it so frequently goes unnoticed is because
of how embedded retrospection is in the sensemaking process.
Retrospective sensemaking is derived from the work of Schutz,
who believes that meaning is “merely an operation of intentionality,
which. . . only becomes visible to the reflective glance” [97, 98]. The
lived timeframe being considered for reflection can be the short-
or long-term past, ranging from minutes, days, and years to “as I
begin the latter portion of a long word, my utterance of the first
part is already in the past” [36, p.44].

The retrospective process starts with an individual’s present
circumstances, and those shape the past experiences selected for
sensemaking. Reflection happens in the form of a cone of light
that starts with the present and spreads backwards. In this way,
the cues of the past lived experience that are paid attention to for
sensemaking depend on how the present is shaped. The challenge
lies in which present to consider. People typically have several
things on their mind at the same time, be it multiple projects at work
or personal goals. With these, they have a multitude of lenses that
they could apply for the reflective sensemaking process—the object
of their sensemaking thus becomes equivocal. When dealing with
equivocality, people are already overwhelmed with information
and providing more details is often not helpful. “Instead, they need
values, priorities, and clarity about preferences to help them be clear
about which projects matter” [118, p.28]. In looking for clarity on
which meaning to select, people are prone to a hindsight bias [107].
They select the most plausible story of causality for the outcome
that they are trying to explain (Section 3.7 describes this property
of sensemaking: being driven by plausibility over accuracy).

3.3.2 Retrospective Sensemaking in the Human-Machine Context.
For ML-based systems, the model and its predictions are the “lived
experiences.” Consider a radiologist tasked with reading chest ra-
diographs to determine if a patient has COVID-19. The hospital
has purchased an ML-based image classification system. To help
determine if the predictions makes sense, the software also provides
saliency maps (an interpretability approach).

By immediately providing an explanation, the interpretability
tool effectively disengages the retrospective process that helps with
sensemaking. Figure 2 shows example explanations provided to the
radiologist. As described in the accompanying research paper [20],
these explanations show that the ML model sometimes relies on
laterality markers to make the prediction. For example, in Figure 2,
the saliency maps highlight not only the relevant regions in the
lungs as being predictive, but also some areas (see pointers) that
differ based on how the radiograph was taken. These, coincidentally,
are also predictive of COVID-19 positive vs. negative results, leading
to a spurious correlation.

Ideally, the radiologist evaluating the saliency map would be able
to reach the same conclusion regarding these spurious correlations.
However, the retrospective property would suggest that by provid-
ing this explanation without asking the radiologist to first think
about what the explanation could be, the interpretability tool disen-
gages their retrospective sensemaking process. This makes it easier
for the radiologist to craft a plausible narrative that agrees with
the model’s prediction instead of analyzing the radiograph in detail
and accurately understanding the model. When they immediately
have the explanation, there is no cognitive need for the radiologist
to understand the intricacies of the model, which increases the
likelihood of them missing the issues with the model. Prior work
on stakeholders’ use of interpretability tools corroborates this per-
spective: people expect far more from interpretability tools than
their actual capabilities and, in doing so, often end up over-trusting
and misusing them [10, 52].

Claim: Providing explanations before people can reflect on the
model and its predictions negatively affects sensemaking.

3.4 Enactive of Sensible Environments
Enactment is critical for AI/ML sensemaking because it represents
how (much) people understand these systems—it reflects the parts
of these systems that people understand, and then build on, over
time. For interpretability, this suggests that the order in which
explanations are seen affects how people understand a model and
its predictions.

3.4.1 Enactment in the Human-Human Context. When we are
tasked with making sense of something, it might appear to belong
to an external environment that we must observe and understand.
Weick argues that this is not the case, that sensemaking works such
that “people often produce part of the environment they face” [118,
p.30]. It is not just the person, rather, the person and their enacted
environment that is the unit of analysis for sensemaking [87].

This environment that provides the necessary context for sense-
making is not a monolithic, fixed environment that exists external
to people. Rather, people act, and their actions shape the environ-
mental context needed for sensemaking: “they act, and in doing so
create the materials that become the constraints and opportunities
they face.” [118, p.31]. Here, Weick is influenced by Follett, who
claims that there is no subject or object in meaning-making. There
is no meaning that one understands as the “result of the process;”
there is just a “moment in process” [30, p.60]. As such, this mean-
ing is inherently contextual in that it is shaped by the cycle of
action-enaction between the human and their environment.

Weick cautions against two things with the enactive nature of
sensemaking. First, to not restrict our definition of action in shap-
ing our environment. Action here could mean creating, reflecting,
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or interpreting: “the idea that action can be inhibited, abandoned,
checked, or redirected, as well as expressed, suggests that there
are many ways in which action can affect meaning other than by
producing visible consequences in the world” ([14], described by
Weick [118, p.37]). Second, the enacted environments do not need
to embody existing ones. People want to believe that the world
is defined using pre-given features, i.e., knowledge and meaning
exist, we just need to find them. This is called Cartesian anxiety: “a
dilemma: either we have a fixed and stable foundation for knowl-
edge, a point where knowledge starts, is grounded, and rests, or we
cannot escape some sort of darkness, chaos, and confusion” [112,
p.140]. When faced with equivocal meanings, people want to select
ones that reduce Cartesian anxiety. But, in doing so, they also enable
existing, socially constructed meanings to shape their sensemaking.
This can be helpful in providing the clarity of values needed when
faced with equivocality, or it can privilege some meanings over
others, depending on agency and power [94].

3.4.2 Enactment in the Human-Machine Context. Enactment is
most apparent when ML-based systems are used in urgent or reac-
tive situations, such as predictive policing. Consider PredPol, which
uses location-based ML models that rely on connections between
places and their historical crime rates to identify hot spots for po-
lice patrol [1]. Say a police officer is monitoring PredPol to allocate
patrol units to various neighborhoods. The model’s predictions
influence both the officer monitoring the software as well as those
patrolling. Both will update their “environment” to be focused on
certain neighborhoods. That is, they are primed to look for crimi-
nal activity in these neighborhoods. Additionally, when arrests are
made using model predictions, they provide further evidence to
the model that the patterns it has identified are accurate. In this
way, the feedback loop causes the model to become increasingly
biased [38]. If the police officers were also provided an explanation
for the model’s predictions, the type of explanation and the order in
which they are seen (e.g., global vs. local explanation first) changes
the enacted environment for the officers. The sensemaking perspec-
tive offers several properties for how the environment could be
shaped (e.g., people’s identity, social network).

Interpretability tools offer different types of information (e.g.,
feature importances, partial dependency plots, data distributions),
but do not impose an order on how this information is explored.
End-users can take different paths to reaching conclusions about the
model. Because sensemaking is sensitive to enacted environments,
it is important to remember that any information or explanation
about the model is not treated by people as static or isolated.

Claim: The order in which explanations are seen affects how people
understand a model and its predictions.

3.5 Ongoing
The ongoing nature of AI/ML sensemaking highlights how interrup-
tions and emotions can influence what is understood about these
systems. For interpretability, this suggests that, if interrupted when
viewing an explanation, the valence and magnitude of the resulting
emotion can change what people understand about the model and
its predictions.

3.5.1 Sensemaking as an Ongoing Activity in the Human-Human
Context. Sensemaking never starts or stops; people are always in
the middle of something. To think otherwise would suggest that
people are able to chop meaningful moments from the flow of
time, but that would be counter-intuitive because to determine
whether something is “meaningful” would require sensemaking in
the first place [22, 93]. Sensemaking is akin to being in situations
of thrownness. Winograd and Flores describe these situations as
having the following properties: (1) you cannot avoid acting; (2)
you cannot step back and reflect on your actions, i.e., you have to
rely on your intuitions; (3) the effects of action cannot be predicted;
(4) you do not have a stable representation of the situation; (5) every
representation is an interpretation, i.e., no objective analysis can
be performed in the moment; and (6) language is action, i.e., people
enact the situation via their descriptions of their environment,
making it impossible to stay detached from it [123].

Emotion is embedded in sensemaking via the following process.
Interruptions trigger arousal, i.e., a discharge in the autonomic ner-
vous system, which convinces the individual that something in the
environment has changed, that they must understand it and take
appropriate action to get back to a state of flow [13, 73]. The higher
the arousal post-interruption, the stronger the emotional response
and, in turn, the stronger the affect of emotion on sensemaking.
Why does it matter if there is an emotional response during an on-
going sensemaking process? Emotions affect sensemaking in that
recall and retrospect are dependent on one’s mood [105]. Specif-
ically, people recall events that are congruent with their current
emotional valence. Of all the past events that might be relevant to
sensemaking in a current situation, the ones we recall are not those
that look the same, but those that feel the same.

3.5.2 Sensemaking as an Ongoing Activity in theHuman-Machine
Context. Consider the PredPol example again. Let’s assume the ar-
rest record shows that the likelihood of a legitimate arrest in an
area predicted as a hot spot by the model is 40%. The officer moni-
toring the model outputs is made aware of this number every time
they log into the system. Imagine this happens one day: the patrol
officers allocated to one of the hot spots make a legitimate arrest.
The monitoring officer is commended for their role in anticipating
the situation. This happens several times during the day. Thus, the
monitoring officer associates positive feedback with arrests based
on the model’s predictions. When writing their report about the
incidents, they use the explanations provided by the software to
further justify their choices.

Next day, the patrol officers make another arrest in the same
predicted hot spot. The monitoring officer is once again asked to
record an explanation for selecting that area for patrol. Before they
do so, they happen to look at social media and notice several posts
showing outrage with regards to that arrest. This is an interruption,
as described by the ongoing property of sensemaking. This time,
when the monitoring officer is writing up their explanation, it could
be that they mention that the model’s predictions are not always
right and highlight some other failure cases.

As we have noted before, information presented in explanations
is rarely used in context-free settings. Despite being shown the
same explanation, the monitoring officer could notice different
aspects of it depending on whether they were interrupted, whether
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the interruption led to positive or negative emotional states, and
the magnitude of those emotions.

Claim: The valence and magnitude of the emotion caused by an
interruption during the process of understanding explanations from
interpretability tools change what is understood.

3.6 Focused on and by Extracted Cues
Extracted cues modify AI/ML sensemaking because they represent
the (incomplete) bits of information that people rely on when trying
to understand these systems. For interpretability, this suggests that
highlighting different parts of explanations can lead to varying
understanding of the underlying data and model.

3.6.1 Extracting Cues in the Human-Human Context. Weick de-
scribes extracted cues as “simple, familiar structures that are seeds
from which people develop a larger sense of what may be occur-
ring” [118, p.50]. These extracted cues are important for sense-
making because they are taken as “equivalent to the entire datum
from which they come” and in being taken as such, they “suggest a
certain consequence more obviously than it was suggested by the
total datum as it originally came” [48, p.340]. Sensemaking uses
extracted cues like a partially completed sentence. The completed
first half of the sentence constrains what the incomplete second
half could be [101].

Extracting cues involves two processes—noticing and bracketing—
which are both affected by context. First, context affects which cues
are extracted based on what is noticed by the sensemaker. Noticing
is an informal, even involuntary, observation of the environment
that begins the process of sensemaking [106]. Cues that are no-
ticed are either novel, unusual, or unexpected, or those that we
are situationally or personally primed to focus on (e.g., recently or
frequently encountered cues) [110]. Second, context affects how the
extracted (noticed) cues are interpreted. Without context, any cues
that are extracted lead to equivocal meanings [61]. These situations
of equivocality need a clarity of values instead of more information
for sensemaking (Section 3.3). Context can provide this clarity in
the form of, for example, the social and cultural norms of the setting
where sensemaking in happening. During the process of extracting
cues, people are trying to form a cognitive reference map that pre-
sumes that there is a connection between the situation/outcome
and the cue. However, important cues can be missed when people
do not have any prior experience with the situation.

3.6.2 Extracting Cues in the Human-Machine Context. Consider
the example where a company provides ML-based software to orga-
nizations to help them with hiring decisions. A marketing company
uses this software to shortlist candidates by sending some questions
in advance. The candidates answer these questions in a video for-
mat, and the ML-based software analyzes these videos and provides
a hiring score along with an explanation. The kind of input data
used by the model includes demographic information; prior expe-
rience from the candidate’s resume; and tone of voice, perceived
enthusiasm, and other emotion data coded by the software after
analyzing the recorded video [51].

Let’s say that the marketing company is using this software to
shortlist candidates for the position of a sales representative. The
software shows that A is a better candidate than B and explains

its ratings (based on local explanations from interpretability tools).
The HR folks see that A’s rating is based on their facial expressions
during the interview (they were smiling, not visibly nervous, and
seemed enthusiastic). They consider these to be good attributes for
a sales representative and hire A even though B is more qualified.
Additional information about A’s and B’s qualifications is also noted
in the local explanations but might not be the cues that are extracted
or focused on in this instance.

Current interpretability tools present all types of information
and let the user decide how to explore. Weick cautions against this
unstructured exploration because it leads to equivocal alternatives
for understanding an ML-based system. Which one of these alter-
natives is ultimately selected can be a reasonable, reflective process
or entirely arbitrary.

Claim: Highlighting different parts of explanations can lead to
varying understanding of the underlying data and model.

3.7 Driven by Plausibility rather than Accuracy
Recognizing that people are driven by plausibility rather than ac-
curacy is critical for AI/ML sensemaking because we must account
for people’s inclination to only have a “good enough” understand-
ing of these systems. For interpretability, this suggests that, given
plausible explanations, people are not inclined to search for the
accurate one amongst these.

3.7.1 Plausibility over Accuracy in the Human-Human Context.
Weick argues that accuracy is nice but not necessary for sensemak-
ing. Even when it is necessary, people rarely achieve it. Instead,
people rely on plausible reasoning which is: (1) not necessarily cor-
rect but fits the facts, and (2) based on incomplete information [47].
When sensemaking, people can be influenced by what is “interest-
ing, attractive, emotionally appealing, and goal relevant” [29].

Weick notes eight reasons for why accuracy is secondary to
sensemaking. Most important among these, first, it is impossible
to internalize the overwhelming amount of information available
for sensemaking. To cope with this, people apply relevance filters
to the information [31, 104]. Second, when people filter what they
notice, this biased noticing can be good for action, though not
for deliberation. But, deliberation is not the goal, it is “futile in a
changing world where perceptions, by definition, can never be accu-
rate” [118, p.60]. Third, at the time of sensemaking, it is impossible
to tell if the sensemaker’s perceptions will be accurate. It is only in
retrospect—after the sensemaker has taken action based on their
understanding—that they evaluate their perceptions for accuracy.

With accuracy not being necessary for sensemaking, it is only
natural to ask: what is? Weick claims that what is necessary for
sensemaking is a good story, “something that preserves plausibility
and coherence, something that is reasonable and memorable, some-
thing that embodies past experiences and expectations, something
that resonates with other people, something that can be constructed
retrospectively but also can be used prospectively, something that
captures both feeling and thought, something that allows for em-
bellishment to fit current oddities, something that is fun to con-
struct” [118, pp.60-61]. Stories help with sensemaking because they
are templates from previous attempts at making sense of similar
situations. Overall, this property is often amplified by the others
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in that the plausible narratives could depend on people’s identity,
implied or actual audience, extracted cues, emotional state, etc.

3.7.2 Plausibility over Accuracy in the Human-Machine Context.
Interpretability outputs, such as text or visual explanations, inher-
ently present a story. As long as this explanation / story is plausible,
there is no reason for an individual to evaluate it for accuracy.
Consider the example with the radiologist again, where they are
tasked with deciding whether a chest radiograph shows that the
patient has COVID-19. Their decision-making is supported by an
ML-based software that has been trained on publicly available chest
radiograph datasets. To help them understand the model’s reason-
ing for a prediction, the radiologist has access to saliency maps as
interpretable outputs (Figure 2).

According to Weick, when using the saliency map to determine
whether the model’s prediction makes sense, the radiologist is es-
sentially searching for a plausible story that explains the prediction.
The explanations in Figure 2 show some areas inside the lungs
as relevant, a plausible reason for predicting COVID-19. The ra-
diologist could believe this plausible explanation and choose to
follow it. Human evaluations of interpretability tools show that
this confirmatory use of explanations is often the case, even when
explanations reveal issues with the underlying model [10, 16, 52].

Let’s say that the radiologist was not immediately convinced that
the prediction was accurate after seeing the saliency maps. Maybe
they looked at one of them (e.g., Figure 2-Middle) and noticed that
the radiograph’s edges (by the person’s shoulders and diaphragm)
were also salient for the prediction. Even with this observation, the
radiologist is looking for a plausible story. Perhaps the patient was
coughing and could not stay still when the radiograph was being
captured? That could explain the lateral markers for a COVID-19
positive patient. The model is relying on spurious correlations, but,
with the role of plausibility in sensemaking, the radiologist might
not try to accurately interpret the saliency map.

Claim: Given plausible explanations for a prediction, people are
not inclined to search for the accurate one amongst these.

3.8 Summary
When designing solutions for promoting human understanding
of ML models, we must consider the nuances of human cogni-
tion in addition to the technical solutions which explain ML mod-
els. Sensemaking provides a set of properties that describe these
nuances—each of these can be seen as a self-contained set of re-
search questions and hypotheses that relates to the other six. As the
human-machine examples show, sensemaking properties could ex-
plain external factors that shape the information that is ultimately
internalized by people when they use interpretability tools.

4 DISCUSSION
We propose a framework for Sensible AI to account for the prop-
erties of human cognition described by sensemaking. This has the
potential to refine the explanations from interpretability tools for
human consumption and to better support the human-centered
desiderata of ML-based systems. How do we do this? Once again,
Weick (along with his colleagues) proposes a solution: to explicitly
promote or amplify sensemaking, we can follow the model ofmind-
ful organizing [119]. Sensemaking and organizing are inextricably

intertwined. While sensemaking describes the meaning-making
process of understanding, organizing describes the final outcome
(e.g., a map or frame of reference) that represents the understand-
ing. They belong to the same mutually interdependent, cyclical,
recursive process—sensemaking is the process by which organizing
is achieved [8, 120]. Mindfulness is expressed by actively refining
the existing categories that we use to assign meaning, and creat-
ing new categories as needed for events that have not been seen
before [59, 114, 119].

Mindful organizing was proposed after observing high-reliability
organizations (HROs). HROs are organizations that have success-
fully avoided catastrophes despite operating in high-risk environ-
ments [95, 117]. Examples of these include healthcare organizations,
air traffic control systems, naval aircraft carriers, and nuclear power
plants. Mindful organizing embodies five principles consistently
observed in HROs: (1) preoccupation with failure, anticipating
potential risks by always being on the lookout for failures, being
sensitive to even the smallest ones; (2) reluctance to simplify,
wherein each failure is treated as unique because routines, labels,
and cliches can stop us from looking into details of an event; (3)
sensitivity to operations, a heightened awareness of the state
of relevant systems and processes because systems are not static
or linear, and expecting uncertainty in anticipating how different
systems will interact in the event of a crisis; (4) commitment to
resilience, prioritizing training for emergency situations by incor-
porating diverse testing pathways and team structures, and when
a failure occurs, trying to absorb strain and preserve function; and
(5) deference to expertise, assuming that people who are in the
weeds—often lower-ranking individuals—have more knowledge
about the situation, and valuing their opinions. Our proposal for
Sensible AI encompasses designing, deploying, and maintaining
systems that are reliable by learning from properties of HROs. Ta-
ble 2 presents the corresponding principles of HROs that serve as
inspiration for each idea.

4.1 Seamful Design
We can help people understand AI and ML by giving them the
agency to do so. Often, ML-based systems and interpretability
tools are designed with seamless interaction and effortless usability
in mind. However, this can engage people’s automatic reasoning
mode, leading them to use ML outputs without adequate delib-
eration [10, 16, 52]. Highlighting complex details of ML outputs
and processes—seamful design [46]—can promote the reluctance
to simplify that has helped HROs. It can also add a sensitivity to
operations when changes to inputs for models can be clearly seen
in the outputs. Enhancing reconfigurability of ML models and train-
ing people to understand their complexity can reduce automatic,
superficial evaluations. Increasing user control in the form of seam-
ful design has the added benefit of introducing opportunities for
informational interruptions, which are helpful for the commitment
to resilience seen in HROs. While current interpretability tools have
interactive features that provide additional information as needed,
contextualizing this information using narratives can help people
maintain overall situational awareness and avoid dysfunctional mo-
mentumwhen usingML-based systems. For example, when a doctor
is viewing a predicted diagnosis, a Sensible AI system could prompt
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Table 2: Principles of high-reliability organizations (columns) that inspired our design ideas (rows) for Sensible AI.

them to view cases with similar inputs but different diagnoses. Next,
we discuss ways to design these systems without overloading the
end-user with features, interactivity, and information.

4.2 Inducing Skepticism
One way to reduce over-reliance on generalizations and known
information—both common outcomes of sensemaking—is to create
situations in which people would ask questions. We call this induc-
ing skepticism, an idea suggested in prior work as a strategy for
promoting reflective design [100]. Inducing skepticism can foster a
preoccupation with failure, an HRO principle that encourages cul-
tivating a doubt mindset in employees. HRO employees are always
on the lookout for anomalies, they interpret any new cues from
their systems in failure-centric ways, and collectively promote wari-
ness. This can be incorporated in ML-based systems, for example,
by suggesting that end-users ask about how a particular prediction
is unique or similar to other data points, questioning outputs of
interpretability tools sometimes (e.g., “does this feature importance
value make sense?”), presenting bottom-n feature importances in
an explanation instead of top-n, highlighting cases for which the
model is unsure of its predictions, etc. Inducing skepticism can also
be accomplished in social ways, by promoting diversity in teams,
both in terms of skillsets and experience. For example, novices can
prompt experts to view an AI output in more detail when they ask
questions about it. This diversity is a common way in which HROs
maintain their commitment to resilience. These technical and social
ways of inducing skepticism have a common goal, a reluctance to
simplify by adding complexity and diversity to a situation.

4.3 Adversarial Design
No one person can successfully anticipate all failures, even when
the system induces skepticism. Adversarial design suggests relying
on social and organizational networks for this task. Adversarial
design is a form of political design rooted in the theory of agonism:
promoting productive contestation and dissensus [23, 80, 122]. By
designing Sensible AI systems with dissensus-centric features, we
can increase the likelihood that someone raises a red flag given early
signals of a failure situation. Prior work has implemented adversar-
ial design in the form of red teaming in technical and social ways
(e.g., adversarial attacks for testing and promoting cybersecurity [2],
and forming teams with collective diversity and supporting deliber-
ation [33, 43, 44], respectively). Here, HRO principles of reluctance
to simplify, commitment to resilience, and deference to expertise
can be observed in practice. We propose technical redundancies

and social diversity to reduce unanticipated failures in understand-
ing AI outputs, as one way of operationalizing adversarial design.
Technical redundancies can be implemented as system features
wherein multiple people view the same output in different contexts,
giving the team a better chance of finding potential issues. Social or
organizational diversity can be expanded by including people with
different roles, skillsets, and opinions. The more diversity in people
viewing the outputs, the higher the likelihood that they collectively
discover an issue, as long as deliberation is made easy [43].

4.4 Continuous Monitoring and Feedback
WhenML-based systems are deployed in real-world settings, changes
in data collection and distributional drifts are a given [55]. To man-
age these, researchers and practitioners have proposed MLOps—an
extension of DevOps practices from software to ML-based settings—
to include continuous testing, integration, monitoring, and feed-
back loops in maintaining the operation of ML-based systems in the
wild [71]. We propose incorporating social features in this pipeline
by designing for HRO principles such as preoccupation with failure,
sensitivity to operations, and deference to expertise. For example,
include (1) continuous failure monitoring, effectively serving as
distributed fire alarms that can be engaged by people at varying
levels in an organization, and (2) model maintenance, by relying on
people on the ground for detailed understanding of failure cases,
as seen in organizations that perform failure panels, audits, etc.

5 CONCLUSION
Interpretability and explainability approaches are designed to help
stakeholders adequately understand the predictions and reason-
ing of an ML-based system. Although these approaches represent
complex models in simpler formats, they do not account for the
contextual factors that affect whether and how people internal-
ize information. We have presented an alternate framework for
helping people understand ML models grounded in Weick’s sense-
making theory from organizational studies. Via its seven proper-
ties, sensemaking describes the individual, environmental, social,
and organizational context that affects human understanding. We
translated these for the human-machine context and presented a
research agenda based on each property. We also proposed a new
framework—Sensible AI—that accounts for these nuances of hu-
man cognition and presented initial design ideas as a concrete path
forward. We hope that by accounting for these nuances, Sensible
AI can support the desiderata (e.g., reliability, robustness, trustwor-
thiness, accountability, fair and ethical decision-making, etc.) that
interpretability and explainability are intended for.
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