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ABSTRACT 

Follower count is important to Twitter users: it can indicate 

popularity and prestige. Yet, holistically, little is understood 

about what factors – like social behavior, message content, 
and network structure – lead to more followers. Such in-

formation could help technologists design and build tools 

that help users grow their audiences. In this paper, we study 

507 Twitter users and a half-million of their tweets over 15 

months. Marrying a longitudinal approach with a negative 

binomial auto-regression model, we find that variables for 

message content, social behavior, and network structure 

should be given equal consideration when predicting link 

formations on Twitter.  To our knowledge, this is the first 

longitudinal study of follow predictors, and the first to show 

that the relative contributions of social behavior and mes-

sage content are just as impactful as factors related to social 
network structure for predicting growth of online social 

networks. We conclude with practical and theoretical impli-

cations for designing social media technologies.  
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INTRODUCTION 

Followers are Twitter’s most basic currency. Building an 

audience of followers can create access to a network of so-

cial ties, resources, and influence. Yet, little is understood 

about how to grow such an audience. This paper examines 

multiple factors that affect tie formation and dissolution 

over time on the social media service Twitter. We collected 

behavioral, content, and network data approximately every 

three months for fifteen months. We examine specific user 

social behavior choices, such as: proportions of directed 

communications versus broadcast communications [6]; the 

total number of tweets produced; communication bursti-

ness; and profile completeness [30]. We also assessed nu-

merous attributes specific to the content of users’ tweets, 

such as: propensity to express positive versus negative sen-

timent [26,37]; topical focus [40]; proportions of tweets 

with “meformer” content versus informational content [33]; 

frequency of others “retweeting” a user’s content [5]; lin-

guistic sophistication (reading difficulty) of tweets; and 

hashtag usage. Finally, we evaluated the impact of users’ 

evolving social network structure, collecting snapshots of 

their friends and followers every three months for fifteen 

months. With this, we can evaluate the effects of network 

status, reciprocity [18], and common network neighbors.  

Our variables were selected from prominent theoretical 

constructs bridging social science, linguistics, computer 

mediated communications, and network theory.  This paper 

compares the relative contributions of factors from each 

perspective for predicting link formations in online social 

networks. We take a temporal perspective and develop a 

model that accounts for social behavior, message content, 

and network elements at several intervals for over a year. 

We use an auto-regressive, negative binomial regression 

model to explore the changes in users’ follower counts over 

time. We find that message content significantly impacts 

follower growth. For example, in contrast to [26], we find 

that expressing negative sentiment has an adverse effect on 

follower gain, whereas expressing positive sentiment helps 

to facilitate it. Similarly, we show that informational con-

tent attracts new followers with a relative impact that is 

roughly thirty times higher than the impact of “meformer” 

content, which deters growth.  We also find that behavioral 

choices can also dramatically affect follower growth. For 

example, choosing to complete one’s profile and choosing 

directed communication strategies over broadcast strategies 

significantly stimulates follower growth over time.  Finally, 

we show that even simple measures of topology and struc-

ture are useful predictors of evolutionary network growth.   

Comparing across multiple variables related to message 

content, social behavior, and network structure allows us to 

interpret their relative effect on follower growth from dif-

ferent theoretical perspectives. We believe this is the first 

paper of its kind to compare the impact of all these factors 

together within a single longitudinal study. The temporal 

nature of the longitudinal method is crucial because it al-

lows us to suggest causal relationships between these fac-

tors and network growth on Twitter.  
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BACKGROUND 

Next, we consider related work showing how social behav-

ior, message content, and network structure relate to fol-

lower growth. Our study draws from this prior work in de-

ciding which variables to include in our analysis, and con-

tributes new results to this body of literature by considering 

these variables temporally, and in conjunction with one an-

other. For convenience and organizational purposes, we 

group our variables into three categories: social behaviors 

(e.g., interactional communication choices that a user 

makes), message content (e.g., linguistic cues), and social 

network structure.  These categories are intended to be nei-

ther mutually exclusive nor exhaustive. However, we spe-

cifically call attention to content variables because they 

seem to be underrepresented in much of the related litera-

ture on follower growth dynamics [18,19,26,28,31]. 

Social Behavior and Follower Growth 

Social Capital and Communication Behavior 

Social capital refers to “the actual or potential resources 

which are linked to a durable network of more or less insti-

tutionalized relationships of mutual acquaintance or recog-

nition” [4]. It is your relative social “worth,” resulting from 

your position in a social network: i.e., the number and kind 

of the ties you maintain, your relative access to resources 

desired by those in your network, as well as your level of 

access to the resources your network ties possess [41].  

In prior work, researchers distinguished between three 

kinds of social behavior that affect social capital in the so-
cial networking site, Facebook: (1) directed communica-

tions with specific, target individuals; (2) broadcast com-

munications, which are not targeted at anyone in particular; 

and (3) passive consumption of content [6]. Because per-

sonalized messages are more likely to contain content that 

strengthens social relationships (such as self-disclosure and 

general supportiveness), it has been suggested that directed 

communications are useful for maintaining existing ties and 

for encouraging the growth of new ones. Indeed, previous 

research found that, when compared to broadcast communi-

cations and passive consumption, personalized one-on-one 

communication strategies have a measurably greater impact 
on self-reported social capital of Facebook users [6]. Other 

research suggests that informal personal conversation is a 

major reason for using a social media like Twitter [22,23], 

even for work and enterprise purposes [42,43]. However, 

the volume of messages and the rate at which they are 

transmitted (i.e., their “burstiness”) are both correlated with 

unfollowing on Twitter [28]. Here, we test whether these 

behaviors help to grow followers on Twitter. 

Profile Elements as Social Signals 

Because there is some cost incurred with producing it, user-

generated profile content is an important signal for convey-

ing a trustworthy identity [11,12,30]. The shared context of 

social networking sites such as Facebook helps facilitate 

explicit and implicit verification of identity claims, and us-

ers are motivated to present their “ideal self” [17] in order 

to attract new connections. In [30], the authors explore the 

relationship between profile structure (namely, which fields 

are completed) and number of friends on Facebook. Based 

on a static snapshot of the social network at a large univer-

sity, the authors found that the act of populating profile 
fields was strongly correlated with the number of friendship 

links. Compared to users without profile elements, users 

who had entered profile content had about two to three 

times as many friends. Based on this prior literature as well 

as our own intuition, we anticipate similar effects in our 

longitudinal data regarding network growth on Twitter. As-

suming that people will be more likely to follow those who 

include identity cues in their profile (such as description, 

location, and personalized URL), we expect that the more 

these elements are included, the more successful one will be 

in growing an audience. Our study tests these assumptions. 

Message Content and Follower Growth 

Sentiment and Emotional Language 

Sentiment analysis refers to the computational treatment of 

opinion, sentiment, and subjectivity in text [35]. Previous 

research found significant correlations between the number 
of followers of a Twitter user and that user’s tendency to 

express emotions like joy and sadness [26] or positive ver-

sus negative sentiments [37] in their tweets. However, the 

authors in [26] acknowledge that an important limitation of 

the study was the static nature of the correlation analysis. In 

particular, we note the following passage from the paper: 

With the current analysis we cannot deduce causality; e.g., 
whether the emotional richness of interactions draws more 
followers or whether people tend to share more emotional 
content when they have larger audiences. (p. 382)  

Although not explicitly stated, this same limitation also ap-

plies to [37]. We build on their prior work and extend it by 

studying changes in audiences over time. By relying on 

time-dependent regression analysis of longitudinal data to 

identify the relative effects of sentiment expression on fol-

lower gain, we are able to address the limitation noted 

above. This is conceptually similar to the approach used by 

[20] to characterize the relative effects of various factors on 

predicting Twitter adoption among young adults. Exploring 

dynamics over time gives us a stronger case for causality. 

We also build on the approach in both [26] and [37] by ex-
tending our analysis beyond the LIWC2007 text analysis 

package to automatically classify positive and negative sen-

timent. LIWC [36] is a widely used and validated diction-

ary-based coding system often used to characterize texts by 

counting the frequency of more than 4,400 words in over 60 

categories. However, LIWC does not include many features 

that are important for sentiment analysis of tweets. For ex-

ample, our study also includes the 408 words in LIWC cat-

egories for Positive Emotion and Negative Emotion, plus an 

additional ~2,200 words with positive or negative senti-



  

ment1, as well as considerations for sentiment-laden acro-

nyms/initialisms, emoticons, negations, and slang. These 

additional characteristics are known to be important fea-

tures of sentiment analysis for microblogs like Twitter [10]. 

Also, some words are bound to connote more extreme sen-

timent than others (e.g., “good” versus “exceptional”). 
Thus, in addition to simply counting occurrences of positive 

or negative words (i.e., the LIWC method), we also assess 

the directional magnitude (i.e., intensity) of the sentiment 

for each word, associating human coded valence scores 

ranging from -5 to +5 for each word in our dictionary. 

Topical Focus 

The principle of homophily asserts that similarity engenders 

stronger potential for interpersonal connections. In the se-

lection of social relationships, people tend to form ties to 

others who are like them – a finding that has been one of 

the most pervasive empirical regularities of modern social 

science [32]. Sharing interests with another person is one 

form of similarity [14]. A Twitter user who discusses a 

wide range of topics may appeal to a broader audience, 

therefore attracting more followers – a notion that, accord-

ing to [40], is supported by the economic theory of network 

externalities [24,38]. In [40], the authors describe how ini-

tial topical focus affected users’ ability to attract followers. 

However, the users in [40] self-identified as providers of 

politically oriented tweets, and it is unknown whether the 

findings from [40] will hold for a more heterogeneous sam-

ple of Twitter users. Our study addresses this question.  

Informativeness: Information Brokering and “Meformers” 

In [29], the authors highlight the dual nature of Twitter as 

both a social network and as a news/information medium. 

Also, [33] suggests two basic categorizations of Twitter us-

ers as Informers (those who share informational content) 

versus “Meformers” (those who share content about them-

selves). Meformers were reported to have almost three 

times fewer followers than Informers. The authors note that 

“the direction of the causal relationship between infor-

mation sharing behavior and extended social activity is not 
clear” [33:192]. We explore whether this type of message 

content affects growing a social media audience over time. 

Network Structure and Follower Growth 

Network Size, Reciprocity and Mutuality 

Preferential attachment, or the phenomenon whereby new 
network members prefer to make a connection to popular 

existing members, is a common property of real life social 

networks [3] and is useful for predicting the formation of 

new connections [31]. The number of followers a person 

maintains has been shown to reduce the likelihood that the 

person will be unfollowed in the future [25], meaning popu-

lar people often remain popular. Additionally, we can cal-

culate the “attention status” of an individual within their 

                                                        

1 http://fnielsen.posterous.com/afinn-a-new-word-list-for-sentiment-

analysis 

own Twitter network by taking the ratio of followers (those 

who pay attention to the user) to following (those among 

whom the user divides their attention). Such measures re-

flect ego-level network attributes that affect the decision of 

others to follow the user. On the other hand, [18] shows that 

follower counts alone do not fully explain interest in fol-
lowing. In other words, popularity, in and of itself, does not 

beget popularity. Dyadic properties such as reciprocity and 

mutuality also play key roles in the process of tie formation 

and dissolution [18,25].  

Common Neighbors: Structural Balance and Triadic Closure 

In addition to dyadic structural properties, we also consider 

triads (structures of three individuals). Specifically, we are 

interested in the concepts of structural balance and triadic 

closure. For example, consider the case where three people 

form an undirected network. If A is friends with X, and X is 

friends with B, then according to Heider’s theory of cogni-

tive balance, the triad is “balanced” when A is friends with 

B, but “unbalanced” when A is not friends with B [21]. As 

the number of common neighbors (occurrences of “X”) be-
tween A and B increases, the likelihood of the A-B tie be-

ing formed also increases [8]. This principle of structural 

proximity is known as triadic closure [13]. Measuring the 

occurrences of common network neighbors is useful for 

link predictions in real life social networks [31] as well as 

online social networks [18,19,25]. We explore the extent to 

which these network structures impact follower gain as 

compared to message content and social behavior. 

Limitations (and Benefits) of Longitudinal Observations 

Making causal claims with observational data can be prob-

lematic. It is impossible to absolutely rule out every possi-

ble “third factor” that might account for some portion of an 

association between an independent variable and its effect 

on the dependent variable. We try to mitigate this problem 
by accounting for as many “third factors” as is feasible. 

Longitudinal studies are still correlational research, but 

these correlations have greater power because we have 

time-dependent, repeat observations. In other words, when 

input A is consistently and reliably observed preceding out-

come B for the exact same group of individuals time after 

time, then we have greater confidence in suggesting a caus-

al relationship between A and B.  

METHODS 

Data Collection and Reduction 

We collected data from 507 active Twitter users who col-

lectively provided us with a corpus of 522,368 tweets span-

ning the 15 months between August 2010 and October 

2011. In addition to the tweets, we also have snapshots of 

friends and followers taken at periodic intervals (a total of 

five periods, each approximately three months in duration). 
We were interested in discovering the relationship between 

the factors discussed above within each three-month period 

and the subsequent changes in follower counts at the end of 

that period. To build our dataset, Twitter accounts were ob-

tained by recording unique account IDs that appeared on 



  

the public timeline during a two-week period in August 

2010, and then screened for certain attributes. The subset 

selected for inclusion in this study consisted of those ac-

counts that met the following four criteria when sampled 

approximately every three months:  

1. Tweet in English, as determined by inspecting the users’ 
profiles for the designated language via Tweepy2, a 

Twitter API library for Python, as well as Python’s Nat-

ural Language Tool Kit3 (NLTK) for language detection 

on the users’ 20 most recent tweets. This filter is neces-

sary for our linguistic predictors (described later), alt-

hough it may restrict the generalizability of our results. 

2. Have Twitter accounts that are at least 30 days old at the 

time of the first collection period, and are therefore not 

new to the service. This was done to avoid the potential 

confounding effects of users who have just joined and 

are likely building up their followership based on exist-

ing friends and acquaintances (rather than attracting fol-

lowers based on the variables we track). 

3. Follow at least fifteen other “friends” and have at least 

five followers. This removes a large portion of unen-

gaged or novice users, and is close to Twitter’s own def-

inition of an “active user”4,5.  

4. Tweet at least twenty times within each time period (a 

time period is the approximately three-month interval 

between snapshots of users’ social networks). This re-

moves the confounding effects of inactive accounts.  

Response Variable (dependent measure) 

Follower growth: change in follower counts for users at the 

end of a given three-month time period, as compared to the 

follower counts at the end of the previous period. 

Predictor Variables 

Behavioral and Social Interaction Variables 

Tweets in period: the total number of tweets produced by a 

user in a three-month time period. 

Peak tweets per hour (“burstiness”): for a given three-
month time period, the maximum rate of tweets per hour.  

Directed communications index: captures replies and men-

tions, as well as consideration for the social signal sent 

when the person “favorites” someone else’s tweet, calculat-

ed as “@” count plus favorites count divided by the total 

number of tweets in a period. 

Broadcast communication index: the ratio of tweets with no 

“@” at all in the tweet to total number of tweets in a period. 

                                                        

2 http://code.google.com/p/tweepy 
3 http://www.nltk.org 
4 http://www.businessinsider.com/chart-of-the-day-how-many-users-

does-twitter-really-have-2011-3 
5 http://techland.time.com/2011/09/09/twitter-reveals-active-user-

number-how-many-actually-say-something 

Profile cues of “trustworthiness” of Twitter identity: (1) the 

length, in characters, of the user’s self-defined profile de-

scription, (2) whether the user has indicated a personal URL 

in their profile, and (3) whether the user has indicated their 

location. We collected data about whether the user had a 

personal profile image or the default egg image, but there 
was insufficient variation in the data to use this variable (all 

users in our sample had non-default images). 

Message Content Variables 

Positive (Negative) sentiment intensity rate: ratio of the sum 

of the valence intensity of positive (negative) language used 

in tweets to the total number of tweets in a period. In a sep-

arate formative evaluation involving a small subset of 

tweets from the corpus (n=300), our custom sentiment 

analysis engine performed quite well. The correlation coef-

ficient between our sentiment analysis engine and ratings 

from three human judges was high (r = 0.702); better than 

the Pattern.en sentiment analysis engine6 (r = 0.568). The 

correlation among human judges was r = 0.851.  

Informational content index: the ratio of tweets containing 
either a URL, “RT”, “MT”, “HT” or “via” to total number 

of tweets in the period. 

Meformer content index: the ratio of tweets containing any 

of the 24 self-referencing pronouns identified in LIWC 

(e.g., words like “I”, “me”, “my”, “we”, “us”) to total num-

ber of tweets in the period. 

Topic focus: following [40], this is the average cosine simi-

larity (ranging between 0 and 1) for every unique paired 

combination of a user’s tweets in a given time period. 

User tweets retweeted ratio: the total number of times a us-

er’s tweets were retweeted, relative to the total number of 
tweets produced by the user in the period. 

Hashtag usage ratio: the total number of hashtags used in a 

period relative to the total number of tweets in the period. 

TReDIX: the “Tweet Reading Difficulty Index” is a meas-

ure developed by the authors to capture the linguistic so-

phistication of a set of tweets. It is inspired by the Readabil-

ity Index (RIX, c.f. [1]) and is based on the frequency of re-

al English words with 7 or more letters. TReDIX is a ratio 

of the total count of long words appearing in tweets within 

a time period relative to the number of tweets in the period. 

Network Topology/Structural Variables 

In-link reciprocity rate: the number of followers that the 

user is also following relative to the total number of follow-

ers in the user’s social network at the end of each period. 

Attention-status ratio: ratio of followers (those who pay at-

tention to the user) to following (those among whom the 

user divides their attention), calculated based on the user’s 

existing social network at the end of each period.  

                                                        

6
http://www.clips.ua.ac.be/pages/pattern-en#sentiment 



  

Network overlap: where A is the user of interest and B is ei-

ther a follower or a friend of A, this is the raw network 

overlap (count of common neighbors) between A and B. 

The final measure is the sum for user A’s entire network. 

Other (Control) Variables 

Age of account: the age of a user’s Twitter account (in 

days) at the end of a time period, to control for the likely 

differences between older, more established accounts and 

newer, developing accounts. 

No. of followers: The total number of followers at the end 

of a given period, a plausible criterion used by other poten-

tial followers when evaluating whether or not to follow the 

user.  We include the number of followers as a control to 

account for popularity-based preferential attachments. 

No. of friends (“followees”): The number of accounts the 

user is following at the end of a given period, also a plausi-

ble criterion used by potential followers when deciding 

whether to follow a user. 

Change in followers (previous period): change in follower 

count at the end of time period t-1 (the previous time peri-
od), is a lagged variable used to control for second order 

follower growth dynamics for the dependent variable in the 

time-dependent auto-regressive model. This addresses the 

issue of possible preferential (de)attachment for rising or 

falling “stars” [3], and helps mitigate concerns related to 

lack of independence among repeated observations. 

We test the predictive power of these variables by incorpo-

rating auto-regression into a negative binomial regression 

model. Negative binomial regression is used for modeling 

count variables, and is well-suited to modeling dependent 

variables of count data which are ill-dispersed (either un-
der- or over- dispersed) and do not have an excessive num-

ber of zeros [7], as is the case with our data set. Auto-

regressive models attempt to predict an output of a system 

based on previous observations [34], which allows us to 

mitigate concerns associated with lack of independence for 

repeated measures by incorporating a lagged variable into 

our model. In the present study, we use auto-regression to 

account for the overall slope of follower gain heading into a 

given time period. Change in follower growth at the end of 

time period t0 is therefore conditioned upon the change in 

follower growth at the end of t-1 (the previous time period).  

After removing tweets from the first time period interval (it 
only provides the initial baseline of counts from which we 

derive changes in follower growth for subsequent periods) 

and the second time period (in order to incorporate depend-

ency on change in growth for the auto-regressive model), 

we have 507 unique active Twitter users who collectively 

provided 1,836 instances of follower growth across the re-

maining four time periods of our analysis. 

RESULTS 

We first present descriptive statistics for the dependent 

measure (follower growth) and the twenty-two predictor 

and control variables. These variables are organized into 

three convenience categories: behavioral/social interaction, 

message content, and network topology/structure.  

Descriptive Statistics 

Table 1 shows descriptive statistics (mean, standard devia-

tion, minimum, first quartile, median, third quartile, maxi-

mum, and density plots) for the response variable (follower 

growth) as well as seventeen of the twenty-two predictor 

and control variables. For space reasons, we omit user pro-
file data from the table, and instead provide the following 

summary: the majority of users had URLs listed in their 

profile (mean=86%, SD=35%), most listed their location 

(mean=97%, SD=16%), and the average profile description 

was 85 characters long. We also omit the lagged variable 

change in followers (previous period) (mean=106.96, 

SD=551.84, median=25). The density plots in Table 1 show 

some skewness (lack of symmetry) and generally high kur-

tosis (peaked, rather than flat, distributions) for many of the 

variables. This makes the median a better measure of cen-

tral tendency than the mean for many of the variables, and 
the density plots reveal the distributions for each variable.  

Behavioral and Social Interaction Variables 

Most users tweetd between 131-364 times in three months 

(median=222), usually with bursts of no more than eight 

tweets within a single hour. The Broadcast Communication 

Index shows the proportion of tweets that are not directed to 

any specific person. Most people use broadcast communica-

tion strategies for about 30%-60% of their messages (medi-

an=45%). 

Message Content Variables 

Proportionally, most people tweet about twice as much pos-

itive and neutral content as negative content, with an aver-

age of 106 tweets identified as positive (the same average 

were neutral tweets), and 51 tweets labeled as negative. 

(Note: this data did not fit in Table 1). In terms of intensity 

of positive or negative language, most people are generally 
about three times more positive than they are negative in 

their tweets (see Table 1). The proportion of users’ tweets 

identified as “meformer” content was nearly normally dis-

tributed – users talk about themselves in 41% of their mes-

sages, on average. Informational content accounted for 24% 

of messages. This closely resembles the results from [33]. 

The mean and median of topical focus (average cosine 

similarity of one’s own tweets) indicate that in general, 

people post a fairly diverse range of content. The ratios of 

retweets (0.02-0.12, median=0.05) and hashtag usage (0.06-

0.26, median=0.13) to total number of tweets in a period are 

moderate for the majority of users – retweets comprised 
about 12% of users’ messages, and hashtags were used in 

about 26% of tweets. The Tweet Reading Difficulty Index 

(TReDIX) is evenly distributed, with most people using 

moderately sophisticated language – about 2.36 long words 

per tweet, on average. On the original RIX scale, an index 

of 2.4 is equivalent to a seventh grade reading level [1]. 



  

 Variable Mean Std Dev Min 1st Q Median 3rd Q Max Density Plot 
D

.V
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Follower Growth 194.2 832.7 0 12 36 106 16,623 
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Number of Tweets  
in period (a control) 

262.6 176.3 21 131 222 364 1,552 

 

Peak tweets per hour  
(“Burstiness”) 

6.39 5.78 0.15 2.79 4.79 7.9 48.9 

 

Directed  
communications 

1.91 7.4 0 0.58 0.83 1.22 190.25 

 

Broadcast  
communications 

0.48 0.22 0 0.31 0.45 0.62 1 
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Positive Sentiment  
Intensity Rate 

0.37 0.14 0.05 0.27 0.35 0.44 1.08 

 

Negative Sentiment  
Intensity Rate 

0.14 0.06 0 0.095 0.13 0.17 0.5 

 

Informational  
content index 

0.3 0.23 0 0.12 0.24 0.41 1 

 

“Meformer”  
content index 

0.41 0.14 0 0.33 0.41 0.50 0.79 

 

Topic focus 0.008 0.01 0.002 0.005 0.008 0.01 0.25 

 

User RT ratio 0.15 0.4 0 0.02 0.05 0.12 5.1 

 

Hashtag usage ratio 0.2 0.24 0 0.057 0.13 0.26 2.82 

 

TReDIX 2.36 0.64 0.84 1.94 2.31 2.696 6.95 
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Reciprocity rate 0.28 0.19 0 0.125 0.25 0.4 0.9 

 

Attention-status  
ratio 

2.18 7.06 0 0.895 1.19 1.90 149.25 

 

Network overlap 94,730 351,388 0 2,070 10,472 50,263 5,308,200 

 

No. of followers at  
end of period (a control) 

1,145.42 3391.93 15 175.8 391.5 948.8 45,932 

 

No. of friends at  
end of period (a control) 

830.63 2879.43 18 135 289.5 661.2 42,797 

 

Table 1: Descriptive statistics for the dependent variable (follower growth) and seventeen of the twenty-two predictor and control 

variables. The x-axes of the density plots represent the measured value of the variable, and the y-axis indicates the density of users 

observed at a particular value. For example, one can interpret the table to indicate that most users grew their Twitter audience at a 

rate of about 12 to 106 new followers (median=36) every 3 months. The density plot indicates that most users fell within this range. 



  

Network Topology / Structural Variables 

The majority of users have 176-949 followers, and 135-661 

friends (medians are 391.5 and 289.5, respectively). The 

density plots indicate that few users fell outside these rang-

es, but those that exceeded the range did so by a large mar-

gin. In general, users reciprocally follow-back about a quar-

ter of their followers (mean=28%, median=25%). The den-

sity plot for attention-status ratio (that is, followers to fol-

lowing) shows a very tight distribution around the range 
0.895 to 1.9, indicating that many people have similar num-

bers of in-degree connections (followers) as out-degree 

connections (friends). About 2K-50K overlapping network 

neighbors are typical, though some users with very large 

networks have over two orders of magnitude more.  

Comparing Predictors of Follower Content 

We now turn to the core of our results: how well do these 

variables predict follower growth over time and by how 

much? The overall significance of the negative binomial au-

to-regressive model is very high (p < 2e-16), meaning the 

model is very well-suited to characterizing the effects of the 

described variables on follower growth over time. Signifi-

cance was determined by testing for the reduction in devi-
ance from a null model, χ2(22, N=1,836) = 5943.9 – 2111.9 

= 3832.0, p < 2e-16. This is important in order to have con-

fidence when interpreting the regression coefficients of the 

model components (b and β), which are depicted in Table 2.  

The unstandardized b coefficients in Table 2 are useful in 

that they can be directly interpreted according to the native 

units of each predictor: for each one unit change in the pre-

dictor variable, the log count of the response variable is ex-

pected to change by the respective b coefficient (all else be-

ing equal). While this is valuable for a broad range of pre-

diction and forecasting purposes, we are also interested in 

comparing the relative impact of each predictor; we there-
fore report the standardize beta (β) coefficients (see also 

Figure 1 – not pictured are three of the control variables 

used in this study: extant friends and followers, age of ac-

count, and the lagged variable). As expected, these controls 

absorb comparatively large portions of the variance (see 

Table 2).  We are interested in how much our other varia-

bles contribute above and beyond these controls. 

Among the behavioral and social interaction variables, the 

Broadcast Communications Index (BroadcastComms), the 

burstiness measure (PeakTPH), and all three of the profile 

elements (length of description, URL, and location) each 
emerge as significant predictors of follower growth. The 

moderately strong negative effect of BroadcastComms (b = 

-1.02, β = -2.67e-04) suggests that having too many undi-

rected messages will hinder audience growth. Interestingly, 

the Directed Communications Index (DirectedComms) was 

not significant in the model. Apparently, in the presence of 

all the other variables, the significance of social interactions 

using @replies and @mentions is muted, at least in terms of 

its effect on attracting new followers.   

 

 b Std. Err. Std. β p-value 

NumTweetsPd 2.63e-04 1.62e-04 5.57e-05 0.104 

PeakTPH 2.35e-02 4.94e-03 1.63e-04 1.96e-06*** 

DirectedComms 4.24e-03 3.37e-03 3.77e-05 0.208 

BroadcastComms –1.02 1.28e-01 -2.67e-04 1.89e-15*** 

ProfDescLen 3.09e-03 5.57e-04 1.72e-04 2.94e-08*** 

ProfHasURL 3.91e-01 7.14e-02 1.65e-04 4.27e-08*** 

ProfHasLocation 3.29e-01 1.52e-01 6.30e-05 0.03995 * 

PosSentiRate 8.19e-01 1.96e-01 1.37e-04 2.87e-05*** 

NegSentiRate –2.38 4.82e-01 -1.75e-04 7.53e-07*** 

InformContent 1.18 1.41e-01 3.31e-04 < 2e-16 *** 

MeformerContent –6.72e-02 1.99e-01 -1.12e-05 0.736 

TopicFocus 3.75e-01 2.32 5.13e-06 0.872 

UserTweetRT’d 9.53e-01 7.23e-02 4.60e-04 < 2e-16 *** 

HashtagUseRate –4.28e-01 1.12e-01 -1.23e-04 1.33e-04*** 

TReDIX 1.28e-01 4.22e-02 9.85e-05 2.43e-03 ** 

Reciprocity 3.52e-01 1.46e-01 7.95e-05 0.01597 * 

Attn-Status 1.63e-02 4.48e-03 1.38e-04 2.79e-04*** 

NetworkOverlap 1.20e-06 1.26e-07 5.06e-04 < 2e-16 *** 

NumFriends –1.73e-04 2.88e-05 -5.98e-04 1.96e-09*** 

NumFollowers 2.70e-04 2.4e-05 1.10e-03 < 2e-16 *** 

ChngFollPrevPd –2.71e-04 8.82e-05 -1.79e-04 2.17e-03 ** 

AgeOfAccount 4.10e-03 2.26e-04 5.50e-04 < 2e-16 *** 

Table 2: Neg. Binomial Auto-Regressive Model Coefficients. 

Message content variables are evenly distributed along the 

rank ordered list of predictors (see Figure 1). Of the 17 
(non-control) variables depicted, expressing negative sen-

timents in tweets is the second most harmful factor to grow-

ing a Twitter audience. Interestingly, overuse of hashtags in 

message content (“hashtag abuse”) will also significantly 

reduce follower gain. On the other hand, producing or pass-

ing along informational content is among the top predictors, 

having a significant positive effect on follower growth rates 

(β = 3.31e-04). Also, having content that is “retweet worthy” 

is a very good indicator that a user will gain followers (β = 

4.60e-04). Using more sophisticated language in messages 

also has a moderately strong relative effect on attracting 

and retaining followers (β = 9.85e-05). 

Network oriented variables are also evenly distributed 

along the ranked list in Figure 1. Reciprocity, status, and 

network overlap were each significant in the model, even in 

the presence of the variables controlling for network size 

and user popularity. 



  

 

Figure 1: Standardized beta coefficients (β) show the relative effect sizes that each input variable has on follower growth. Green 

bars indicate positive effects on follower gain, and red bars indicate negative effects (i.e., suppression of follower growth). 

DISCUSSION 

It Matters What You Say, And How You Say It 

Our first major finding is that message content significantly 

impacts audience growth. Six of our eight content variables 

(negative and positive sentiment, informational and “re-
tweetable” content, hashtag usage, and linguistic sophistica-

tion) were found to be significant predictors of audience 

growth. We find that expressing negative sentiment has an 

adverse effect on follower gain. This is a contrast to [26], 

where social sharing of negative emotions correlates to 

higher numbers of followers. However, [26] studied a static 

snapshot of existing network ties. Our longitudinal data 

suggest that sentiment expression may have different (in-

deed opposite) effects on the formation of new ties over 

time. This might be because Twitter is a medium dominated 

by very weak social ties [16], and negative sentiment from 

strangers may be unpleasant or uncomfortable for a poten-
tial new follower to see. For existing ties, on the other hand, 

negative expressions such as the sharing of a death, poor 

health, bad news, or a state of unhappiness, can trigger op-

portunities to build bonding social capital between stronger 

ties who want to seek and provide emotional support [41]. 

Or, as [26] put it, “gift giving where users directly exchange 

digital ‘gifts’ in terms of emotional messages”.  

We also found that informational content attracts followers 

with an effect that is roughly thirty times higher than the ef-

fect of “meformer” content, which deters growth. We think 

this is due to the prevalence of weak ties on Twitter [16], 
and that informativeness [19,28] is a more palatable alterna-

tive to meforming among such networks. Kollock [27] de-

scribes information as a public good that anyone can con-

sume and share. Retweeted content is another such digital 

public good that provides both attribution—and thus, moti-

vation—to the original author as well as informational con-

tent for the community. Retweeted content also provides 

social proof [9] that a user may be worth following, ena-

bling the process of triadic closure [13] to unfold, whereby 

followers of a user’s followers complete the triad with the 

user [18]. 

The mean and median of topical focus (average cosine 

similarity of tweets) for our heterogeneous group is roughly 

an order of magnitude less than those same measures from a 

more homogenous group of politically-oriented tweeters 

described in [40], but like [40], we also find that topically 

focused users tend to attract more followers. Twitter users 

are likely driven by homophily [32], where they seek out 

content and users who are similar to themselves.  

Finally, we found that the Tweet Reading Difficulty Index 

(TReDIX) has a positive impact on audience growth. Wal-
ther’s Social Information Processing (SIP) theory suggests 

that people rely on linguistic cues like spelling and vocabu-

lary to compensate for the lack of traditional contextual 

cues available in face-to-face settings [39]. Twitter users 

apparently seek out well-written content over poorly written 

content when deciding whether to follow another user.  

Behavioral Choices Also Matter 

Our second major finding is that social behavioral choices 

can dramatically affect network growth. Similar to previous 

research that showed positive effects of profile complete-

ness for static Facebook networks [30], we find similar re-

sults for evolving Twitter networks. Signaling theory sug-

gests that choosing to complete user profile elements helps 

persuade other users one’s authenticity and trustworthiness, 
making them more likely to become followers [12]. Profile 

content provides at minimum conventional signals of iden-

tity (which are easy to fake), but the nature of profiles on 

social network sites makes these signals somewhat more re-

liable due to social accountability [12]. Regardless, users 

who do take the time to give profile information have the 

opportunity to emphasize the characteristics that they think 

will present them in the best light without necessarily being 

deceptive [17]. Others can use this profile information to 

form impressions prior to deciding whether to pursue or 

continue a connection [30].  Likewise, choices about inter-



  

actions and communication techniques, such as sending di-

rected versus broadcast messages, will also impact the rate 

at which a user will grow their audience. Consistent with 

previous research studying existing Facebook networks [6], 

we find that directed communications have a positive effect 

on follower growth for Twitter. Unlike [6] however, we 
note a very strong negative effect of broadcast communica-

tion techniques during the process of network formation. 

Such undirected messages are a relatively novel feature of 

social media; our results suggest that relying on such com-

munication techniques will significantly suppress growth. 

Even Simple Measures of Network Structure Are Useful 

Our third finding is that variables related to network struc-

ture are useful predictors of audience growth. This finding 

is not necessarily surprising, given the emphasis on such 

factors in much of the related literature [3,18,19,25,31]. In-

deed, while our results indicate that even simplistic calcula-

tions of network structure can prove to be quite powerful, 

we stress that such factors should not necessarily be privi-

leged over message content or social behavior measures.  

Practical Implications 

A vital prerequisite to building social capital of any kind 
(bonding or bridging) is that a connecting tie must exist be-

tween individuals. The practical implication of this funda-

mental antecedent to social capital motivates the selection 

of our dependent variable. The number of followers you 

have is arguably the most important status symbol on Twit-

ter. Rapid follower growth may be an early indication of a 

rising star, or an emerging leader, within the network. A 

rapid gain in followers intuitively implies that people like 

what you’re posting and want more of the same. Thus, so-

cial capital is a necessary (though not sufficient) precursor 

to the notion of interpersonal influence in social networks 

[2] – an attribute of interest to strategic communicators, 
marketers, advertisers, job seekers, activist groups and any 

entity or organization wishing to disseminate specific mes-

sages in a timely manner. Additionally, many users are 

simply interested in knowing their own relative degrees of 

popularity or social networking “clout”. Sites like Hoot-

Suite.com and SocialFlow.com offer web services oriented 

towards helping its users capture and retain the attention of 

social media audiences. Companies like these can directly 

leverage our results to build tools that that make recruiting 

and retaining network members easier and more effective. 

For example, in conjunction with a validated tie-strength 
model (c.f., [15] or [16]), the results of our study suggest 

that social media technology developers can help users re-

tain existing followers by actively promoting negative sen-

timent content to strong ties, and experiment with demoting 

it with weak ties. Similarly, to attract the attention of new 

audience members, developers can consider implementing 

user interface components which a) facilitate the sharing of 

informational content through positive reinforcement, b) 

encourage directed communications and group discussions, 

c) provide feedback regarding behavioral patterns (e.g., 

burstiness), and so on. 

Theoretical and Methodological Implications 

Our findings also have theoretical (and, by extension, 

methodological) implications. Our variables were selected 

from prominent theoretical perspectives bridging social sci-

ence theory (social capital, signaling theory, presentation of 

self, homophily, status/power), and network theory (size 

and preferential attachment, tie strength, reciprocity, bal-

ance and closure). We also consider behavioral aspects of 

computer mediated communications (profile completeness, 
directed versus broadcast communication strategies) and 

message content (sentiment, informational versus meformer 

content, topical focus, linguistic sophistication). Few social 

media studies have attempted to report on relative impacts 

of such diverse variables. Compared to how much is known 

about each theory, very little is known about how they re-

late to one another. Our research compares their relative 

contributions to predicting link formations in online social 

networks. This was a significant undertaking, but more 

work should be done to understand the relative effects of 

different variables—as well as different theoretical perspec-
tives and methodological approaches—on study outcomes. 

Study Limitations 

We have been as thorough as we can within the page limit. 

However, other variables could explain some of our results. 

For example, a person’s real-world celebrity status, or other 

exogenous factors like being publicly mentioned in mass 

communications (news media, printed press, commercials 

and advertisements, etc.) may contribute to audience 

growth. Secondly, we do not segment our Twitter sample 

into types of users or types of uses, although [6], [33], and 

[37] suggest ways in which categories for specific user and 

uses may illuminate the processes of attracting network 

members. Thirdly, this is a quantitative study based on ob-

servations with calculated latent measures from those ob-
servations. Our approach is useful for describing what hap-

pens, but without a corresponding qualitative approach, we 

can only speculate on why. Future work could explore why 

certain variables predict follower growth more than others. 

Finally, Twitter is one site. We don’t know if the results 

presented here translate into other sites.   

CONCLUSION 

We believe this is the first longitudinal study of audience 

growth on Twitter to combine such a diverse set of theory 

inspired variables. For the first time, we explore the relative 

effects of social behavior, message content, and network 

structure on follow behavior and show which of these has 

more power than the others. Though these results are spe-

cific to Twitter and a particular dataset, we think they are 
important for the following reasons. First, multiple snap-

shots can help us begin to offer casual explanations for au-

dience growth. Second, comparisons across many variables 

inspired by different theoretical perspectives allow us to in-

terpret relative effects of each. Third, the impact of message 

content and social behavior are comparative to network 

structure, which suggests future work should take caution in 

privileging any one perspective over another.  
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